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Introduction

Wojciech Wiewiérowski (*)

What better way to celebrate a birthday than to invite old and new friends to
share a space together?

This year we mark the 20th anniversary of the EDPS as an EU institution. Areason
to celebrate, but also a reason to reflect.

There is a specific philosophy behind the different initiatives that celebrate
the EDPS’' 20th anniversary: we reflect on the richness of the past 20 years in
order to prepare for, and embrace, the years ahead of us. This mind-set is also
reflected in this commemorative book - a book that sees the development of
the EDPS and the development of EU data protection law as closely intertwined.

The legal acts that established the EDPS and the rules itis bound to enforce are
themselves part of EU data protection law. In the next chapter, the EDPS’ first
Supervisor, Peter Hustinx, will describe how the EDPS emerged as a European
institution and set up its first activities. His contribution shows how early design
choices on how to organise the EDPS' main spheres of activity have left an
indelible imprint on how the EDPS functions today.

While the history of the EDPS is first and foremost the history of an institution,
it is also the history of the people who have brought the institution to life. The
EDPS’ Secretary General, Leonardo Cervera Navas, will offer you his personal
recollections of the leadership provided by the EDPS’ first three Supervisors.

With the entry into force of the Treaty of Lisbon, data protection became an
integral partofthe EU’s constitutionallegal order. The implications ofthischange
can hardly be overstated. Hielke Hijmans will share with you the different ways
in which Article 16 TFEU has impacted the development of EU data protection

law. You will also find many examples of this impact in the remaining chapters
of the book.

(*) European Data Protection Supervisor (2019-2024)
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The fundamental right to data protection and the fundamental right to respect
for private and family life are closely related, but they are not the same. Rosa
Barcelo will guide you through the evolution of the legal framework dedicated
to protecting privacy in electronic communications, which regulates some
of the key privacy issues in the digital age, from confidentiality of electronic
communications to online tracking.

The flip side of privacy in electronic communications is data retention.
Controversial from the outset, data retention has given rise to a series of
landmark rulings of the Court of Justice of the EU ('CJEU’). It has been an
honour for the EDPS to have been invited by the CJEU to intervene and share
its expertise in these cases. Herke Kranenborg will enlighten you on how the
CJEU’s case law on this topic has developed over time, as well as offer you a
look into the future.

Another series of landmark rulings of the CJEU concerns the regulation of
international transfers of personal data. As it is an important vehicle through
which EU data protection law influences data processing outside the EU,
it is an area to which the EDPS pays close attention. Christopher Kuner will
highlight how the EDPS has contributed to the development, application, and
interpretation of data transfer regulation.

The EU’s General Data Protection Regulation ('GDPR’) was finally adopted on
the 27th of April, 2016. But the road to adoption was not without difficulty. In
an interview, Jan Philipp Albrecht looks back at the goals, challenges and
achievements of the GDPR. He also reflects on the relevance of the GDPR in
today’s digital regulatory landscape, as well as the main challenges for the future.

With the GDPR adopted, it was time to update the data protection rules
applicable to EU Union institutions and bodies. Thomas Zerdick will describe
how the EUDPR aligns with the GDPR, while also illuminating some of the
EUDPR’s specificities. After providing examples of how the EDPS has exercised
its supervisory powers under the EUDPR, Thomas will reflect on the future of
the EUDPR.

During the last 20 years, EU policy in the Area of Freedom, Security and
Justice (‘AFSJ’) has gradually taken shape, and so have the corresponding
data protection rules. It is a big chapter in this book because it is such a big
part of the EDPS’ core activities. Thanks to Fanny Coudert, Teresa Quintel and
Juraj Sajfert, you will be able to navigate the highly complex legal landscape
that underpins a great deal of the EDPS’ supervisory activities. In addition,
Diana Alonso Blas will provide you with a practical perspective of how data
protection has been implemented in the context of the recently established
Eurojust evidence database relating to genocide, crimes against humanity, war
crimes and related criminal offences.
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When we think about cooperation at the EDPS, we think first of the cooperation
with our fellow data protection authorities within the European Economic
Area. While the EDPB and the EDPS are two separate institutions, we are
closely connected in more ways than one. In ‘'The making of the European Data
Protection Board’, Andrea Jelinek and Isabelle Vereecken share a first-hand
account of all the hard work that was needed to set up the EDPB, while also
offering insight into the vision of two of the EDPB’s most fearless leaders.

The EDPS' cooperation activities stretch far beyond our Union’s borders. Olivier
Matter sets out why international cooperation is imperative by reflecting on the
role and milestone achievements of different international fora active in the
field of data protection. Just like Olivier, | have no doubt that the EDPS will
continue to play its part and try to assume a decisive role for at least another
20 years.

Practical experience in the enforcement of data protection law has led to
the realisation that technology not only enables the processing of personal
data; it can also contribute to providing safeguards. Massimo Attoresi, Achim
Klabunde and Xabier Lareo highlight how the EDPS’ strategies and actions
have accompanied the evolution of the relationship between technology and
data protection since the foundation of the EDPS.

In its Preliminary Opinion of 2014, the EDPS launched a debate in the EU
about how enforcement, in particular through interaction of competition and
data protection authorities, could adapt to address the challenges of our
increasingly digital economy. Christian D'Cunha and Anna Colaps explain how
what was once a controversial idea has since become mainstream in discussions
concerning the regulation of the digital economy.

The growing need for a Digital Clearinghouse ‘2.0’ is made even more evident
by Gabriela Zanfir-Fortuna'’s contribution on the EU’s new digital rulebook. Her
chapter shows that regardless of the number, complexity and depth of various
legal acts regulating the digital space, data protection law and the authorities
entrusted with its enforcement will remain at the core of the protection of
fundamental rights.

The relationship between EU data protection law and the recently adopted
Artificial Intelligence Act is further explored by Nathalie Smuha. She details
how EU data protection law not only ‘grounds’ and complements the Al Act,
it also enables an evaluation and a critique thereof. This Chapter confirms to
me once again that effective enforcement of EU data protection will remain of
paramount importance in the years to come.
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Speaking of effective enforcement: | have been reflecting extensively on how to
ensure that the GDPR delivers on its promise of providing strong and coherent
protection of the individuals’ fundamental right to data protection. Lisette
Mustert explains why brave thinking regarding the design of the enforcement
system itselfis needed and why closer integration is a necessity if we are serious
about protecting EU citizens’ personal data across the EU.

Last but definitely not least, the EDPS’ Honorary Director General, Christopher
Docksey, will provide you with insights on some of the most significanttrends in
the case law of the CJEU following the entry into force of the EU Charter.

Having reflected on major milestones of the past 20 years and what is yet to
come, this book offers readers a photographic timeline.

The timeline both visualises the EDPS’ own history as the EU’s independent
data protection authority alongside key moments in the development of EU
data protection law.

| warmly encourage you to also read the rich collection of memories of long-
standing connections and friends of the EDPS, who have been kind enough to
share some personal reflections on their experiences with the EDPS.

The content of this book has made me proud.

Not just because of the high quality of each contribution, for which | am deeply
grateful.

| am proud because it reveals what a privilege it is to be a part of the EDPS.
Together, we have helped to shape the history of EU data protection.

| can only hope that the EDPS will continue to have the same positive impact in
the future.
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The EDPS’ first ten years

Peter J. Hustinx (*)

This contribution aimsto describe how the EDPS emerged as anindependent
authority at EU level. Developing from a very modest start, the authority
was able to exercise considerable influence by concentrating on three main
roles - supervision, consultation, and cooperation -and by emphasising that
effective data protection should be seen as a condition for success. In this
way, the first ten years have provided the basis for how the EDPS is operating
today.

1. Introduction

The European Union was rather late in adopting data protection rules for its
institutions and bodies and establishing an independent supervisory authority
to ensure compliance with such rules. Directive 95/46/EC (') was conceived in
the logic of the internal market and addressed to the Member States. However,
initial plans (%) to do more faced a major obstacle: the lack of a legal basis to
provide for binding rules and independent oversight at the level of the Union.
In October 1997, as part of the Treaty of Amsterdam (3), this resulted in the
introduction of a new Article 286 in the EC Treaty, which read as follows:

1. From 1 January 1999, Community acts on the protection of individuals
with regard to the processing of personal data and the free movement
of such data shall apply to the institutions and bodies set up by, or on the
basis of, this Treaty.

(*) Mr.Hustinx served as the first EDPS from January 2004 until December 2014. Before that he was President of the Dutch Data
Protection Authority (1991-2004) and Chairman of the Article 29 Working Party (1996-2000). Photo credit: International
Association of Privacy Professionals (IAPP).

(") Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the protection of individuals with
regard to the processing of personal data and on the free movement of such data, 0J L 281, 23.11.1995, p. 31.

(?) Theinitial Commission proposal (COM (1990) 314 final SYN 287 and 288) contained a Commission Declaration which inter
alia considered that 'the principles contained in [the proposed Directive] ... mustapply to the institutions and other bodies of
the European Communities'.

(®) Treaty of Amsterdam amending the Treaty on European Union, the Treaties establishing the European Communities and
certain related acts, 0J C 340, 10.11.1997, p. 1.
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2. Before the date referred to in paragraph 1, the Council, acting in accord-
ance with the procedure referred to in Article 251, shall establish an in-
dependent supervisory body responsible for monitoring the application
of such Community acts to Community institutions and bodies and shall
adopt any other relevant provisions as appropriate.

Although the first paragraph of this provision suggested a direct application
of all relevant Community acts, the practical effect of its two paragraphs was
that a target date had been set for the Community legislature to lay down all
the rules required to comply with the substance of those Community acts. It
is interesting to see in retrospect how the establishment of an independent
supervisory body, a new element in the institutional landscape, was given
special emphasis in this context.

Not by the target date, but almost two years later, on 18 December 2000, the
European Parliament and the Council adopted Regulation (EC) 45/2001 (%),
which canindeed be seen as the implementation at EU level of Directive 95/46/
EC and other relevant Community acts existing at the time (%). Its main lines
were not surprising and stayed quite close to the substance of the relevant
directives. However, two important details are worth mentioning at this stage.
First, the obligation for each Community institution or body to appoint at least
one person as data protection officer (DPQO’), which turned out to be extremely
helpful (¢). Second, the language used to emphasise the principle that the
supervisory body should be completely independent and should ‘neither seek
nor take instructions from anybody’, on which the Court of Justice partly relied
in its first important case on the subject ().

Although the new Regulation entered into force in February 2001, its legal and
practical impact once again made a slow start. It took an additional year and a
half for a joint decision (&) of Parliament, Council and Commission to determine
the remuneration of the Supervisor and Assistant Supervisor, some further de-
tails of the procedure for their appointment, and their seat in Brussels. Finally,

(4

Regulation (EC) 45/2001 of the European Parliament and of the Council of 18 December 2000 on the protection of individ-
uals with regard to the processing of personal data by the Community institutions and bodies and on the free movement of
such data, 0J L8, 12.1.2001, p. 1.

Directive 97/66/EC of the European Parliament and of the Council of 15 December 1997 concerning the processing of per-
sonal data and the protection of privacy in the telecommunications sector, 0J L 24, 30.1.1998, p. 1, later replaced by Direc-
tive 2002/58/EC of the European Parliament and of the Council of 12 July 2002 concerning the processing of personal data
and the protection of privacy in the electronic communications sector (Directive on privacy and electronic communications),
0J1201,31.7.2002, p. 37.

See Article 24 of Regulation (EC) 45/2001 and section 3 of this contribution.

See Article 44 of Regulation (EC) 45/2001 and judgment of the Court of Justice of 9 March 2010, Commission/Germany,
(C-518/07, ECLI:EU:C:2010:125, paragraphs 26 to 29. The EDPS intervened in this case in support of the Commission and was
thus able to contribute on important details.

Decision 1247/2002/EC of the European Parliament, of the Council and of the Commission of 1 July 2002 on the regulations and
general conditions governing the performance of the European Data -Protection Supervisor's duties, 0J L 183, 12.7.2002, p. 1.

(6

(8
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another year and a half were required to arrive at a joint decision (?) of Par-
liament and Council to appoint them with immediate effect from the date of
publication of that decision: 17 January 2004. As a result, some three years had
passed under the Regulation without independent supervision.

2. Building a ‘new institution’

The two members (') of the new supervisory body met in Barcelona to start
planning for their journey and expressed their intention to start working in
the premises of the European Parliament, at least for an initial period to limit
resources, as from Monday 2 February 2004. During the first week, they made
all necessary arrangements from a protocol room in the Parliament. On the
third day, it turned out that the Parliament could provide an empty floor in a
nearby office building (") for rent, together with basic office equipment and
furniture, and two seconded staff members. This offer was gladly accepted, but
the next week it also turned out that the initial draft budget for the new body
had never been approved, and due to the time passed was no longer sufficient
for the rest of the year.

This meant that the two members and their temporary staff had to concentrate,
first of all, at the preparation and adoption of a draft budget for 2004, a draft
amending budget for 2004 and an estimate for 2005, including all related
interactions with the budgetary levels of the European Commission, the
European Parliament and the Council, many of which were initially unfamiliar
with the existence and the needs of a newly established supervisory body.
In May 2004, a head of unit was seconded by the Commission to set up the
Secretariat. Amongst the priorities was the publication of vacancy notices and
recruitment of staff as authorised in the organisation chart for the financial year.
In June 2004, the EDPS signed an administrative cooperation with the European
Commission, the European Parliament, and the Council for an initial period of
three years, under which each would provide some well-defined services to
ensure both economy and efficiency. By the end of 2004, all staff allowed in the
establishment plan had been recruited, and national experts from national or
regional data protection authorities had been invited to jointhe EDPS in 2005 (*?).

(°) Decision 2004/55/EC of the European Parliament and of the Council of 22 December 2003 appointing the independent
supervisory body provided for in Article 286 of the EC Treaty (European Data Protection Supervisor), 0J L 12, 17.1.2004,
p. 47.

(") The author as Supervisor and Joaquin Bayo Delgado as Assistant Supervisor. See about the EDPS' first five years also: Bayo
Delgado, J., ‘Setting up a New European Authority’ in: Hijmans, H., Kranenborg, H. (eds.), Data Protection Anno 2074: How
to Restore Trust? Contributions in honour of Peter Hustinx, European Data Protection Supervisor (2004-2074), Intersentia,
Cambridge, 2014, p. 45-47.

(") Rue Montoyer 63 in Brussels. In October 2012 the EDPS moved to its presenthome at Rue Montoyer 30.

("?) See EDPS Annual Report 2004, issued on 18 March 2005, chapter 2, p. 18-23 for more information. The title of that chapter
is used again in this section to indicate that the EDPS, as an independent authority, has many features of an EU institution.
See for an early and more detailed analysis: Hijmans, H., ‘The European Data Protection Supervisor: The Institutions of the
EC controlled by an Independent Authority', Common Market Law Review, Vol .43, Kluwer, 2006, p. 1313-1342.


https://edps.europa.eu/data-protection/our-work/publications/annual-reports/2004-building-new-institution_en
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Although a limited number of cases was dealt with during this first building
phase, the remaining time available was also used to decide on the main
features of the new body: its roles in the Regulation, its mission and values,
and the practical consequences of each. At an early stage, we decided to
distinguish three main roles - briefly summarised as supervision, consultation,
and cooperation - which were used to organise our work. Our firstannual report
contained a mission statement on that basis, which was kept with only limited
variations for many years ("®). Information on the website and in brochures
followed the same approach. This contribution will do the same in the following
sections.

Ourfirstannual report contained a series of realistic objectives for the following
year, which we also used to measure our own performance (™). This practice
turned out useful, not only for internal purposes, but also externally, not least
in discussions with budget authorities where we could point at a consistent
track record. In the same context and more widely, we also emphasised that
many EU policies depend on the lawful processing of personal data, and that
effective protection of personal data should thus be seen not as a burden,
but rather as a condition for success (°). Finally, we have often opted for pro-
active approaches and pragmatic solutions to ensure that the values of data
protection are delivered in practice. The following sections of this contribution
will give examples of this approach.

Delivering data protection was notthe only new challenge for EU institutions and
bodies (‘'EUIs’). At the same time, they had been confronted with a Regulation
on public access to documents (). During our first series of courtesy visits to
leading officials in various EUls, it had become clear that both topics were seen
as a challenge, but the combination of the two as an obvious contradiction, or
even an impossibility. In addition, as the previous European Ombudsman had
been a champion of public access and had actively lobbied against the Data
Protection Regulation, the assumption had widely been thatthe EDPS was either
an ally or an enemy, depending on your favourite perspective. The realisation
that both topics could be part of ‘good administration’ had not fully landed yet.

(%) See EDPS Annual Report 2004, issued on 18 March 2005, p. 9 and 14-15.

(") Ibid, p. 16-17.

(™) Ibid, p.16.

(") Regulation (EC) 1049/2001 of the European Parliament and of the Council of 30 May 2001 regarding public access to Euro-
pean Parliament, Council and Commission documents, 0J L 145, 31.5.2001, p. 43.


https://edps.europa.eu/data-protection/our-work/publications/annual-reports/2004-building-new-institution_en
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During the first year, we therefore invested in a background paper (") ex-
plaining how public access to documents and data protection could both be
delivered in practice. Moreover, we reached out to the new ombudsman ('8) in
Strasbourg, who accepted to exchange experience and with whom we devel-
oped a very productive relationship ().

Our approach to public access and data protection, set out in the background
paper, was followed by the Court of First Instance (now the General Court), but
on appeal rejected by the Court of Justice, in the Bavarian Lager case (?°). This
required an additional EDPS paper (?') to explain which part of the initial analysis
was no longer valid. The remaining parts continued to serve their purpose and
urged all EUls to develop a proactive approach on the matter, while also advising
them on how to react in the absence of such an approach.

The outcome of our efforts during the first building phase was that the EDPS had
become more visible at EU level and was ready to perform its different roles.

3. Supervision

As already mentioned, Regulation (EC) 45/2001 contained an obligation for
each EUl to appoint at least one person as DPO, with the general task to ensure
in an independent manner the internal application of its provisions. By the time
the EDPS arrived, the main institutions and a few bodies had already done so.
The DPOs had in some cases been active for several years and set up a common
network to exchange experiences. This was a welcome point of departure,
which we have been able to build on in the following years.

In November 2005, we published and circulated a position paper on the role of
DPOs in ensuring effective compliance with the Regulation (?2). This paper first
described the layered approach to guaranteeing data protection in the EUIs,
involving - in that order - the EUls themselves, the controllers, the DPOs and the
EDPS. It pointed out that it was the prime task of EUls to protect personal data,
and that the individuals appointed as controllers were acting on behalf of their
EUl who bore the responsibility for the respect of the Regulation (?3).

("7) EDPS, Public access to documents and data protection, Background Paper, issued in July 2005, with a five-page checklist,
and a separate summary, presented in the Parliament's LIBE Committee.

("®) P. Nikiforos Diamandouros, a former Greek national ombudsman, and political scientist who expressed an interest in the
'Amsterdam school’ of political science.

("*) See Memorandum of Understanding between the European Ombudsman and the European Data Protection Supervisor, 0J
€27,7.2.2007, p. 21. See also Diamandouros, P.N., ‘The Ombudsman and the EDPS: Promoting Transparency, the Protection
of Personal Data, and Good Administration’ in: Hijmans, H., Kranenborg, H. (eds.), op. cit. (footnote 10), p. 269-278.

(%) Judgment of the Court of Justice of 29 June 2010, Commission/Bavarian Lager, C-28/08 P, ECLI:EU:C:2010:378.

(¥) EDPS, Publicaccess to documents containing personal data after the Bavarian Lager ruling, issued on 24 March 2011.

(%) EDPS Position paper on the role of Data Protection Officers in ensuring effective compliance with Requlation (EC) 45/2001,
issued on 28 November 2005.

(%) The principle of accountability was thus emphasized at an early stage.



https://edps.europa.eu/sites/edp/files/publication/05-07_bp_accesstodocuments_en.pdf
https://edps.europa.eu/sites/edp/files/publication/11-03-24_bavarian_lager_en.pdf
https://edps.europa.eu/sites/edp/files/publication/05-11-28_dpo_paper_en.pdf
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The position paper also explained the role and functions of a DPO within an EUI,
the safeguards and conditions ensuring their independence, the requirements
for their expertise, and their likely interactions with the EDPS. This served as a
useful basis to gradually extend the DPO-network and involve an increasing
number of agencies in its activities. In October 2010, the network was mature
enough to adopt its own professional standards (?*). In December 2012, we
published the results of a detailed survey involving all EUls ().

One of the important tasks of a DPO was the notification to the EDPS of
processing operations likely to present specific risks to data subjects by virtue
of their nature, their scope, or their purposes, such as processing operations
relating to health or intended to evaluate personal aspects relating to the data
subject. Such notifications with all relevant documents were subject to prior
checking by the EDPS and led to an opinion with recommendations within a
certain deadline (?¢). As most of those processing operations already existed
when the EDPS arrived, this provision gave rise to an extensive practice of prior
checking ex post (). The recommendations were systematically monitored by
the EDPS. The substance of the opinions was also used to develop guidelines
for controllers and DPOs on various subjects of interest. Although largely
praeter legem, this practice turned out to be extremely effective.

Although the list of duties (?®) of the EDPS started with hearing and investigating
complaints, this part of the supervisory role remained relatively limited. This
could be seen as a success, given our pro-active approach aiming at ensuring
compliance rather than encouraging large numbers of complaints. However,
we also developed a detailed internal case manual and guidelines on the EDPS
website explaining how to submit an admissible complaint.

In December 2010, we published a policy paper (*%) setting out how the EDPS
monitors, measures and ensures compliance with the Regulation, and explaining
the nature of the various enforcement powers, as well as when and how the
EDPS would use them. That certainly included the use of systematic visits or
inspections, although many of the visits ended in practice with an agreement to
comply more fully on certain points within a set deadline.

() Network of Data Protection Officers of the EU institutions and bodies, Professional Standards for Data Protection Officers of
the EU institutions and bodies working under Requlation (EC) 45/2001, adopted on 14 October 2010. At that stage, some
DPOs of other EU bodies, such as Europol and Eurojust, participated as observers in the network.

(%*) EDPS, Monitoring compliance of EU institutions and bodies with Article 24 of Requlation (EC) 45/2001 - Report on the Status
of Data Protection Officers, issued on 17 December 2012. In January 2013 this was supplemented by a Survey on the function
of Data Protection Coordinators at the European Commission, acting as a valuable internal network for the Commission DPO.

(%) See Article 27 of Regulation (EC) 45/2001.

(¥) Annual reports suggest that about 900 of such opinions were delivered during the first ten years.

(%) See Article 46 of Regulation (EC) 45/2001.

(¥) EDPS, Monitoring and Ensuring Compliance with Regulation (EC) 45/2001, Policy paper, issued on 13 December 2010. See
also Louveaux, S., 'Ten years of Supervision of the EU Institutions and Bodies', and Laudati, L., ‘Ten years of Supervision of the
EU Institutions and Bodies: Perspective of a DPO’, in: Hijmans, H., Kranenborg, H. (eds.), op. cit. (footnote 10), p. 253-259
and 261-267.



https://edps.europa.eu/data-protection/our-work/publications/reports/report-status-data-protection-officers-dpos_en
https://edps.europa.eu/data-protection/our-work/publications/reports/report-status-data-protection-officers-dpos_en
https://edps.europa.eu/data-protection/our-work/publications/reports/survey-function-data-protection-coordinators_en
https://edps.europa.eu/data-protection/our-work/publications/reports/survey-function-data-protection-coordinators_en
https://edps.europa.eu/data-protection/our-work/publications/inquiries/monitoring-and-ensuring-compliance-regulation-ec_en
https://www.edps.europa.eu/data-protection/our-work/publications/other-documents/professional-standards-data-protection_en
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4. Consultation

The second main role was less obvious butalso turned outto be quite prominent
and impactful as it developed. The Regulation provided in clear terms that the
EDPS was also responsible for advising EUls - either on our own initiative or
in response to a consultation - on all matters concerning the processing of
personal data (3°). Moreover, it imposed a duty on the European Commission
to consult the EDPS whenever it adopted a legislative proposal relating to the
protection of individuals’ rights and freedoms with regard to the processing
of personal data. Our position was that these provisions applied to all legislation
with an impact on data protection (*'). As that legislation could eventually also
apply at the national level, this advisory role was both timely and strategic.

In March 2005, alongside with the EDPS Annual Report 2004, we published
a policy paper (3?) setting out this position and extending it in at least two
directions. First, we clearly recognised the European Commission’s privilege
to adopt any legislative proposal with the duty to consult the EDPS, but we
indicated our availability to give our informal advice on any draft document
at the preparatory stage. Second, we suggested that it would be reasonable
to expect that the same would apply to relevant legislation outside the scope
of Community law, notably involving matters in the former third pillar of the
EU, given their possible impact on data protection. To our satisfaction, these
points were accepted and acted on by the European Commission ata gradually
increasing scale (*3).

As part of this policy, informal comments were never published, but formal
Opinions and any subsequent comments were published and followed up in
European Parliament and Council as the relevant files would require. Quite
a few of our recommendations were taken on board by the legislature. From
2007 onwards, we complemented our approach with annual inventories of
new proposals expected further to European Commission programmes, with
colours showing the priority status of each topic for the EDPS (34). In this way,
we were in a way ‘supervising’ and to some extent also influencing legislative
activities pro-actively. In June 2014, we took stock of developments in a second

(%) See Article 41(2) second subparagraph and Article 46(d) of Regulation (EC) 45/2001.

(*') This approach was confirmed by the Court of Justice when allowing the EDPS to intervene in the PNR case (see further below).

(*2) EDPS, The EDPS as an advisor to the Community Institutions on proposals for legislation and related documents, Policy
paper, issued on 18 March 2005.

(*) Internal instructions were issued by the Commission’s Secretary General. Council presidencies followed the same approach
in practice, after close interactions with the German presidency in the first semester of 2007. Annual reports suggest that
eventually about 170 formal opinions were delivered during the first ten years. One of the most important was the EDPS
Opinion on the data reform package, issued on 7 March 2012, contributing to the adoption of the GDPR.

(*) Red > the EDPS will issue an Opinion (high priority), Yellow > the EDPS may issue an Opinion or react in another formal way.



https://www.edps.europa.eu/data-protection/our-work/publications/papers/edps-advisor-community-institutions_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/data-protection-reform-package_en
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policy paper (®°). This second paper also mentioned some related interventions,
such as the background papers on public access to documents (3¢), and a more
recent contribution on data protection and competition (¥/).

As a sidestep in April 2008, we also offered our availability to advise on relevant
EU research and technological development (‘RTD’) projects, with a link to
data protection (*%). On that basis, we issued several opinions or otherwise
contributed to RTD projects. The overall objective of these contributions was
to promote and reinforce the application of the principle of privacy by design,
and to facilitate the implementation of the EU’s data protection regulatory
framework.

In this context, but as quite a separate matter, our activities before the Court of
Justice should also be mentioned. This could in principle involve the EDPS as
an acting or defending party in a case, but the Regulation also provided for the
power to intervene in actions of others brought before the Court of Justice (*).
There was some doubt whether this provision was legally sound, as both the
Statute of the Court (*°) and the case law so far had restricted this possibility
to EU Member States and institutions such as the European Commission, the
European Parliament and the Council, and parties establishing an interest in
the matter.

However, when the European Parliament decided, in the first year of our man-
date, to appeal against decisions of the Council and the European Commission
on the sharing of passenger data on transatlantic flights (PNR-data) with US
authorities, we decided to intervene in support of the Parliament on substantive
grounds. In these cases, the Court allowed the intervention on the ground that
the Regulation was giving effect to Article 286 EC Treaty and could thus deviate
from the Court’s Statute (*'). Although our input in these cases did not affect the
Court's judgment (*2), the fact that the intervention had been allowed enhanced
the general impact of our advisory role on new legislation. Many other interven-
tions before the various courts have followed since that moment, sometimes
with a more visible impact on the outcome of a case (*).

(%) EDPS, The EDPS as an advisor to EU institutions on policy and legislation: building on ten years of experience, Policy paper,
issued on 4 June 2014. By then the policy also covered specific procedures, such as delegated and implementing acts,
international agreements, and initiatives of Member States and enhanced cooperation.

(*) Ibid, p.16, see also section 2 and footnote 17.

(¥7) EDPS, Privacy and competitiveness in the age of big data: The interplay between data protection, competition law and
consumer protection in the Digital Economy, Preliminary Opinion, issued on 26 March 2014.

(%) EDPS, The EDPS and EU Research and Technological Development, Policy paper, issued on 28 April 2008. See also Article
41(2)first subparagraph and Article 46(e) of Regulation (EC) 45/2001.

(%) See Article 47(1)(i) of Regulation (EC) 45/2001.

(*) See Article 40 of the Statute of the Court of Justice of the European Union.

(*) Orders of the Court of Justice of 17 March 2005, Parliament/Council, Parliament/Commission, Joined Cases C-317 & 318/04,
ECLI:EU:C:2005:189 and ECLI:EU:C:2005:190. See also Hijmans, H., op. cit. (footnote 12), p. 1321-1322.

(*?) Judgment of the Court of Justice of 30 May 2006, Parliament/Council, Joined Cases C-317 & 318/04, ECLI:EU:C:2006:346,
annulling both decisions for having used an incorrect legal basis.

(*) E.g.in Commission/Germany, see footnote 7.



https://edps.europa.eu/data-protection/our-work/publications/papers/edps-advisor-eu-institutions-policy-and-legislation_en
https://edps.europa.eu/sites/edp/files/publication/08-04-28_pp_rtd_en.pdf
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/privacy-and-competitiveness-age-big-data_en
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5. Cooperation

The third main role was even less obvious but turned out to be quite prominent
and strategic as well. The Regulation provided that the EDPS had to cooperate
with national supervisory authorities of the EU Member States and to
participate in the activities of the Article 29 Working Party, as well as cooperate
with the supervisory data protection authorities in the former third pillar with
a view to improving consistency of their rules and procedures (*4). ‘Improving
consistency’ in the protection of personal data, in a wider sense, developed
into a general mission.

While our bilateral cooperation with national authorities occurred to the extent
necessary, our participation in the work of the Article 29 Working Party took
place on a more permanent level (**). For many years, and in line with the
general mission just mentioned above, the EDPS provided both the chair and
the secretariat of the Working Party’s subgroup on key provisions of Directive
95/46/EC, which prepared a series of opinions on the most important elements
of the Directive (*). Although advisory in nature, these opinions expressed the
common views of all data protection authorities in the EU and therefore had
considerable influence, sometimes also visible in the case law of the Court of
Justice (*).

The former third pillar of the EU covered the cooperation of EU Member States
in the field of police and criminal justice. Supervision of the EU bodies in this
area, such as Europol and Eurojust, used to be the responsibility of the national
data protection authorities at national level, and a joint supervisory body with
a common secretariat in the Council, at EU level. A comparable arrangement
applied for a long time to the Schengen Information System (‘SIS’).

In the case of Eurodac, the EDPS has supervised the functioning of the
Central Support Unit from the start, while developing a system of coordinated
supervision with national data protection authorities. This new model was
followed up with the Customs Information System in 2009, the Visa Information
System in 2011, with SIS in 2013 and the Internal Market Information System

(*) See Article 46(f) and (g) of Regulation (EC) 45/2001.

(*) Bythetimethe EDPSwas established, the Supervisor was already one of the most senior members of the Working Party, who
had also been its first chairman from 1996 onwards.

(*) Article 29 Working Party Opinion 4/2007 on the concept of personal data, WP 136, adopted on 20 June 2007; Article 29
Working Party Opinion 1/2010 on the concepts of ‘controller’ and ‘processor’, WP 169, adopted on 16 February 2010; Article
29 Working Party Opinion 8/2010 on applicable law, WP 179, adopted on 16 December 2010; Article 29 Working Party
Opinion 15/2011 on the definition of consent, WP 187, adopted on 13 July 2017; Article 29 Working Party Opinion 03/2013
on purpose limitation, WP 203, adopted on 2 April 2013; Article 29 Working Party Opinion 06/2014 on the notion of legiti-
mate interests of the data controller under Article 7 of Directive 95/46/EC, WP 217, adopted on 9 April 2014. Some of these
opinions are still relevant as they influenced the GDPR and/or were endorsed by the EDPB. See also Kohnstamm, J., 'Privacy
by debate. The European Data Protection Supervisor's Contribution to Collaboration between National Data Protection Au-
thorities' in: Hijmans, H., Kranenborg, H. (eds.), op. cit. (footnote 10), p. 149-158.

(*7) See e.g. the judgment of the Court of Justice of 20 December 2017, Nowak, C-434/16, ECLI:EU:C:2017:994, paragraphs 33
to 35, on the notion of personal data.



https://www.pdp.ie/docs/1030.pdf
https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2010/wp169_en.pdf
https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2010/wp169_en.pdf
https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2010/wp179_en.pdf
https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2010/wp179_en.pdf
https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2011/wp187_en.pdf
https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2011/wp187_en.pdf
https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2013/wp203_en.pdf
https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2013/wp203_en.pdf
https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2014/wp217_en.pdf
https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2014/wp217_en.pdf
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in 2014. In each case, the EDPS typically acted as member of a Supervision
Coordination Group and provided its secretariat. At a later stage, the EDPS
was also entrusted with the supervision of both Europol and Eurojust, while
coordinating with national authorities in various ways. The model of coordinated
supervision thus reached maturity in a wider area than before (%8).

At international level, the EDPS has been active in the European Conference
of Data Protection Commissioners, with authorities from all Member States of
the Council of Europe, and the International Conference of Data Protection and
Privacy Commissioners (now known as Global Privacy Assembly) (). However,
together with the Council of Europe and the OECD, we also took the initiative
for a series of workshops with International Organisations, who are typically not
subject to any national or EU law, on how to integrate data protection in their
activities (*°). This cooperation was therefore truly global.

6. Final remarks

Developingfromavery modeststart, the EDPSwas able to exercise considerable
influence by concentrating on three main roles - supervision, consultation, and
cooperation - and by emphasising that effective data protection should be
seen as a condition for success. In this way, the first ten years provided the basis
for how the EDPS is operating today.

All this could not have been accomplished without the support of a highly
competent and dedicated staff who took part in our mission every step of the
way, as well as the leadership of Christopher Docksey, who served as Director
during an important part of this period. A good part of the credit is also due
to Giovanni Buttarelli, who served as the second Assistant Supervisor from
January 2009 until December 2014, when he and Wojciech Wiewidrowski, the
current Supervisor, opened a new decade as a new team.

The splendor of the EDPS’ 20th anniversary is now partly clouded by Giovanni's
untimely passing during his first term as Supervisor, and we still sorely miss
his participation at this event. Still, there are many reasons to be satisfied and
proud of what has been accomplished, and to wish the EDPS and his entire
team a safe and successful journey in the years ahead.

(*8) EDPS, The EDPS as Supervisor of Large-Scale IT Systems and Member of Supervision Coordination Groups, Policy Paper,
issued in December 2015.

(*) See also further the contribution by Matter. 0., 'International cooperation: an imperative at the core of EDPS activities',
Chapter 13.

(*") See Hustinx, P, 'Data Protection and international organizations: a dialogue between EU law and international law’, Interna-
tional Data Privacy Law, 2021, p. 77-80.
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A tale of three Supervisors

Leonardo Cervera Navas (*)

In this contribution the EDPS’ Secretary General, Leonardo Cervera Navas,
offers his personal recollections of the leadership provided by the EDPS’
first three Supervisors.

1. Personal recollections of three leaders

| worked closely with the three Supervisors who led the EDPS during its first
20 years: Peter Hustinx, Giovanni Buttarelli and Wojciech Wiewidrowski. | think
that | know them well because for more than thirteen years now, since | landed
at the EDPS from the European Commission, | have attended all Management
Board meetings held on a weekly basis.

It is my hope that by sharing my personal recollections, future scholars will be
able to better understand how the first three Supervisors, with their different
personalities, working styles and values, shaped the EDPS and, more generally,
data protection in the EU.

2. Peter Hustinx: be selective to be effective

My first encounter with Peter Hustinx happened eleven years before | joined
the EDPS. In fact, | met him during my second day as a probationary EU official
at the data protection unit of the European Commission, back in September
1999. | was asked to attend a meeting with a group of representatives of data
protection authorities and Peter Hustinx was there as Head of the Dutch Data
Protection Authority and Chair of the Article 29 Working Party, the advisory
group set up by the Data Protection Directive.

(*) Secretary General of the EDPS.
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| cannot recall the exact topic under discussion although | believe it referred
to the application of the data protection legislation to the Internet (a novelty at
the time, pretty much like Artificial Intelligence these days). Some Commission
department disagreed with the data protection authorities about the way the
Directive would apply in a specific context. There were several exchanges
and when Peter Hustinx took the floor, he caused a great impression on me
for two reasons: he spoke very clearly and was both polite and firm. Thanks
to his intervention, the Commission representative left the room with a clear
understanding of the position of the data protection authorities.

Peter Hustinx worked in the same way all the years he was the Supervisor. Very
well organised, he kept dozens of physical folders all around his office with
the most important information. | assume that his computer and his thoughts
were arranged pretty much with the same methodology. He benefitted also
from clear and strong values and a deep sense of pragmatism. One of its
favourite mottos was “be selective to be effective” and this way of proceeding,
interiorised by most employees at the time, helped tremendously at a time
where the resources available were very limited.

His views on data protection were balanced and consistent, away from the
dogmatismyou could seeinsomejurisdictions butequally away from excessively
liberal views. This balanced approach was very helpful when many things were
still under discussion. He set up most of the things that are still in place at the
EDPS twenty years later. Perhaps his best contribution to data protection in the
EU was the intelligent way in which he persuaded the European Commission
to consult the EDPS for every legislative proposal with an impact on data
protection. This led to a massive influence in the way data protection evolved
in the coming years and contributed to a strong data protection culture in the
EU institutions, bodies, offices and agencies.

3. Giovanni Buttarelli: the sky is the limit

My first memories of Giovanni Buttarelli date back to the beginning of the 21st
century. He was the Secretary General of the Italian Data Protection Authority,
Il Garante. He would accompany his boss, Stefano Rodot4, to the meetings of
the Article 29 Working Party in Brussels. He was a very clever and charismatic
delegate who would participate in all discussions, often clashing personally
and ideologically with Peter Hustinx. They both represented the north and the
south of the EU and the slightly different way data protection is perceived due
to cultural and legal differences between the Member States.

His arrival to the EDPS as Assistant Supervisor during the second term of Peter
Hustinx was a bit stormy. When he became the leader of the institution six years
later, he took decisive steps to separate himself from the way things had been
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done by his predecessor. The inward, careful and mostly legalistic approach
of Peter Hustinx was replaced by the outward, daring and highly mediatic
approach of Giovanni Buttarelli.

Thanks to his personal charm, he became very popular in the data protection
community worldwide. In one of the international conferences at the time,
someone called him ‘the George Clooney of data protection’ because he was
like @ movie star in many respects. The sky was the limit for him so he did not
adhere to the "be selective to be effective” motto of his predecessor. As he
was someone very intuitive and resilient, some level of chaos and a last minute
approach suited him just fine.

In October 2018, to reaffirm his undisputed leadership, he organised the 40th
International Conference of Data Protection Authorities (later called the Global
Privacy Assembly, the ‘GPA’). Unfortunately, he was already quite sick and he
would pass away few months later, in August 2019. He left us far too soon. Had
it not been for his early demise, he could have secured a second mandate that
would have probably been very successful as he was a true visionary.

His major contribution was, in my view, his personal involvement in the
negotiations that led to the adoption of the GDPR and the setting up of the
EDPB. He kept a copy of a newspaper in his office that called him “Mr. GDPR". It
is clear that the GDPR had other fathers but he was definitively one of them and
his legacy remains intact.

4. Wojciech Wiewidrowski:
an empathetic leader

Contrary to Hustinx and Buttarelli, | do not have early memories of Wojciech
Wiewidrowski, both because he joined the data protection community a bit
later and when | was not attending the meetings of the Article 29 Working Party
anymore. In fact, the first time | met him was in 2013 when he was walking down
Rue de la Science in Brussels to participate in the selection procedure after
which he would become Assistant to the European Data Protection Supervisor.
| recognised him from the pictures | had seen on the Internet (as Head of the
Polish Data Protection Authority) and stopped him to wish him good luck.

He joined the EDPS in 2014 and | immediately realised that he was a completely
different kind of leader. He was not interested in public notoriety like Giovanni
but rather in getting a good understanding of how things really work and in
getting important things done. The expansive personality and the enormous
ambition of Giovanni Buttarelli may have been problematic for any number two
in the EDPS but not for Wojciech who gained Giovanni’s trust, something that
was of paramount importance to keep the organisation afloat when sickness
struck the Supervisor.
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Wojciech took over as Supervisor in December 2019, as the natural successor,
and while he was still reflecting about his priorities for the third mandate of
the EDPS, the Covid-19 pandemic turned the world upside down. He became
a ‘confined’ Supervisor, with his staff teleworking from home. His empathetic
leadership style was very helpful, not only to reassure EDPS employees, butalso
for providing the necessary responses to the many data protection challenges
posed by the pandemic.

In February 2022, Putin's Russia launched a war of aggression on Ukraine,
unleashing worldwide tensions and economic pressures that affected (and
continue to affect) the world of data protection. Once again, Wojciech adjusted
his plans to focus on what really mattered. Without many headlines but with a
clear sense of purpose, his balanced and experienced views reached the global
stage (e.g. in the G7 discussions), the European Court of Justice where the EDPS
became a regular contributor, or powerful agencies, such as Europol of Frontex
where he did not hesitate to take a firm stance when necessary. He grew up in
a country ruled by the communist party so he does not need to be reminded
about the importance of upholding democracy and fundamental rights.

During his mandate, many digital policies were unfolding in the EU - from the
Digital Services Act to the upcoming Al Act - and the number of consultations
skyrocketed. Wojciech focused once again on what really mattered and the
EU legislator got solid and reliable advice from him. His best contribution to
the EDPS and to data protection in the EU has been to ensure continuity and
stability in a very difficult period, focusing on what really mattered.

5. Atale to be continued

A pragmatic Supervisor, a visionary Supervisor and an empathetic Supervisor
led the EDPS in its first twenty years of existence. Thanks to these leaders, the
organisation was effectively set up, gained recognition outside the EU bubble
and became a solid and reliable partner for the other EU institutions. The three
Supervisors came from the data protection community and were able to exercise
their powers and duties with strong independence. Hence their success.

Someone else will continue this tale in the next twenty years. | can only offer a
single piece of advice to the readers of the future that | am sure will survive the
passage of time: please keep the protection of the human being and its dignity
at the centre of this endless march towards integration, human progress and
world peace thatis the European Union.
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Prof. Dr. Hielke Hijmans (*)

With the entry into force of the Treaty of Lisbon, data protection became an
integral part of the EU constitutional legal order. This contribution explains
how the Court of Justice of the European Union ('CJEU’) and the EU legislator
have given effect to the constitutionally safeguarded fundamental right to
data protection. It also explores the essential elements of that right, including
the requirement of by control by an independent authority.

1. Introduction

| remember how it all started for me at the EDPS, back in 2004. | showed my
interest, triggered by the fact that | had read about the appointment of Peter
Hustinx as Supervisor. | knew him vaguely from my period at the Ministry of
Justice in The Hague in the second half of the nineties, when | was dealing with
law and the Internet.

| met Peter and the also freshly-nominated Assistant Supervisor Joaquin Bayo
Delgado at Rue Montoyer 63. A remarkable interview, with positive outcome,
in a setting with offices, desks and computers - but no actual staff to protect
personal data.

When | joinedthe EDPS on 1 October ofthatyear, as one of the first staff members
of the EDPS, the reactions - especially in circles of EU lawyers - were not super,
to say the least: “What happened to you? Could you not find something else?
We thought you were doing well in your professional life and now this?”

Data protection was a niche subject, not yet developed in the constitutional
framework of the Union. There was Directive 95/46 ('), with an internal market

(*) President of the Litigation Chamber and Member Executive Board of the. Belgian Data Protection Authority. Professor (part
time) at the Vrije Universiteit Brussel. This article only reflects the personal views of the author, and not those of the Belgian
Data Protection Authority or its Litigation Chamber.

(") Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the protection of individuals with
regard to the processing of personal data and on the free movement of such data, 0J L 281, 23.11.1995, p. 31.
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legal base and the Court of Justice had just published its first two judgments,
Osterreichischer Rundfunk and others (2) and Lindquvist (). Hence, data protection
existed within EU law, but mentioning the word ‘constitutional’ as a characteristic
of data protection would definitely be exaggerated.

This all changed quite rapidly. The Treaty establishing a Constitution for
Europe (*) was signed on 29 October 2004, a few weeks after my arrival at the
EDPS. Its Article 50 dealt with data protection; however, the treaty was rejected
in referenda by French and Dutch voters in May and June 2005.

Nevertheless, much ofthe substance of the draft Constitutional Treaty remained
unchanged in the Lisbon Treaty that entered into force on 1 December 2009.
The aforementioned Article 50 was transformed into Article 16 TFEU, and the
Charter of the Fundamental Rights of the Union became a binding instrument,
with Treaty Status. As we all know, the Charter contains an Article 8 on Protection
of personal data.

From December 2009, it was thus justified to refer to the constitutional existence
of data protection, in the legal order of the Union. Data protection gained its
constitutional importance in the years that followed, with the seminal judgments
of the Court of Justice of the European Union (‘'CJEU’), in Google Spain and
Google (°), Digital Rights Ireland (¢)and Schrems (7). The constitutional importance
of data protection became clearer when the EU legislator gave full effect to
Article 16 TFEU, notably by adopting the General Data Protection Regulation
('GDPR’) (8) and not to forget, in this Festschrift for the EDPS, the Regulation on
the protection of natural persons with regard to the processing of personal data
by the Union institutions, bodies, offices and agencies ((EUDPR’) (%).

Hence, the CJEU and the EU legislator gave effect to the constitutionally
safeguarded fundamental right to data protection. Control by an independent
authority forms part of this fundamental right of the individual.

The GDPR provides for a decentralised enforcement model, leaving the core
of the enforcement with national administrative authorities. To be precise,
this is not a fully decentralised model, since the GDPR contains a number of
compensating mechanisms, to ensure that these national authorities operate in
a harmonised manner, and are ultimately bound by the (majority) views of their
peers, united in a European body, the European Data Protection Board (‘'EDPB’).

Judgment of the Court of Justice of 20 May 2003, Osterreichischer Rundfunk and Others, C-465/00, ECLI:EU:C:2003:294.
Judgment of the Court of Justice of 6 November 2003, Lindgvist, C-101/01, ECLI:EU:C:2003:596.

Draft Treaty establishing a Constitution for Europe, 0J C 169, 18.7.2003, p. 1.

Judgment of the Court of Justice of 13 May 2014, Google Spain and Google, C-131/12, ECLI:EU:C:2014:317.

Judgment of the Court of Justice of 8 April 2014, Digital Rights Ireland and Seitlinger and others, Joined Cases C-293/12 and
C-594/12, ECLI:EU:C:2014:238.

Judgment of the Court of Justice of 6 October 2015, Schrems, C-362/14, ECLI:EU:C:2015:650.

Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural per-
sons with regard to the processing of personal data and on the free movement of such data, and repealing Directive 95/46/
EC(General Data Protection Regulation), 0J L 119, 4.5.2016, p. 1.

Regulation (EU) 2018/1725 of the European Parliament and of the Council of 23 October 2018 on the protection of natural
persons with regard to the processing of personal data by the Union institutions, bodies, offices and agencies and on the free
movementof such data, and repealing Regulation (EC) No 45/2001 and Decision No 1247/2002/EC, 0J L 295, 21.11.2018, p. 39.
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Also the enforcement model gives constitutional importance to data protec-
tion (). In earlier work, | referred to the "in between status” of data protection
authorities, since they operate in between the national and European jurisdic-
tions ('). The model is a novelty under EU law, aiming at reconciling national
enforcement of fundamental rights close to the citizen (sometimes referred to
as the principle of ‘proximity’ ('?)) with the need for harmonised and effective
enforcement which should lead to a level playing field in the EU.

These are the three constitutional aspects covered in this contribution: the
protection of the fundamental right, the control by an independent authority
and the delimitation between EU and national competences.

Butbefore this, | start with the observation that, inthe 2010s, data protection was
no longer the niche subject. It had become a serious subject for practitioners
of EU law.

2. The Court's case law: data protection
triggering the constitutional development
of the Union

It is safe to say that the inclusion of a binding Charter of Fundamental Rights in
the Treaty framework of the Union was one of the main constitutional changes
resulting from the Lisbon Treaty.

Itis also safe to say that data protection triggered the real effect of this inclusion,
starting with three seminal cases of the Court of Justice in this area.

The importance of Google Spain and Google lies inter alia in the fact that the
CJEU recognised the right of a (Spanish) citizen to have links to his name removed
from a search engine, a right that was made more prominent in the GDPR as 'the
right to be forgotten’ (3).

A lot has been written about Google Spain and Google ("), but let me specify
why the judgment has importance from a constitutional perspective, as a
trigger for taking fundamental rights seriously in the EU legal order.

First, the judgment ensured that the fundamental rights in the Charter are
effectively safeguarded, including a balancing between the different Charter-
rights which should take place.

(") See e.g. Brito Bastos, F. and Patka, P., 'Is Centralised General Data Protection Regulation Enforcement a Constitutional Ne-
cessity?’ European Constitutional Law Review, Vol. 19, No. 3, 2023, p. 487-517.

(") Hijmans, H., The European Union as Guardian of Internet Privacy: The Story of Art 16 TFEU, Springer, 2016.

(") The notion of proximity was mainly put forward during the negotiations in Council on the GDPR, see various documents of
Institutional File 2012/0011 (COD).

(") See Kranenborg, H., in: Kuner, C., Bygrave, L., Docksey, C. (eds.), The EU General Data Protection Regulation: A Commentary,
Oxford University Press, New York, 2020, p. 475-484.

(") Ibid, literature mentioned on p. 483-484.
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Second, the obligations under the Charter also apply in horizontal relations,
where the obligations of private entities are defined in a broad manner. The
obligations to guarantee fundamental rights protection obviously apply to
entities that disseminate information (publishers), but equally to entities that
facilitate the access to this information (such as search engines) (°).

Third, the Court widely interprets the territorial scope of EU law and the Charter,
by reasoning that the processing of personal data carried out by an entity
outside of the EU should not ‘escape the obligations and guarantees laid down
by Directive 95/46, which would compromise the directive’s effectiveness and
the effective and complete protection of the fundamental rights and freedoms
of natural persons which the directive seeks to ensure.' ('°) Therefore, the Court
construes a direct link between the Spanish establishment of Google and its
headquarters in the United States, the actual data controller.

Fourth and final, the Court specifies that effective fundamental rights’ pro-
tection requires a balancing between fundamental rights, in casu, on the one
hand, the rights to privacy and data protection of Articles 7 of the Charter and,
on the other hand, the freedom of expression and information guaranteed by
Article 11 of the Charter (V).

This balancing is primarily the task of the search engines, which are provided
by the Court with this social responsibility. In earlier work, | underlined that
this approach strengthens (') the fundamental rights protection, but does not
necessarily guarantee democratic legitimacy.

One could add that this approach is a first recognition of the reality of the
strong market powers of online platforms, and as a result the dependence of
governments. The platforms are instrumental in ensuring the effectiveness of
legal instruments. This approach became more predominant in later years.
Good examples are the obligations under the Digital Services Act for very large
online platforms and search engines. Since these platforms and search engines
pose particular risks in the dissemination of illegal content and societal harms,
they should comply with strict legal obligations ().

Digital Rights Ireland (*°) is the second case which demonstrates the constitu-
tional importance of data protection for EU law. It was the first case where a
directive under EU law was declared invalid. As the Court states: 'it must be
held that, by adopting Directive 2006/24, the EU legislature has exceeded the

(") Judgment of the Court of Justice of 13 May 2014, Google Spain and Google, C-131/12, ECLI:EU:C:2014:317, paragraphs
32to41.

(") Google Spain and Google, see footnote 15, paragraph 58.

(") Google Spain and Google, see footnote 15, paragraph 76. The freedom of expression is not explicitly mentioned there; the Court
clarifies this in its Judgment of 24 September 2019, GCand Others, C-136/17, ECLI:EU:C:2019:773, paragraphs 56 to 57.

("®) Hijmans, H. op. cit. (footnote 11), Chapter 5.13.

(%) Articles 33-43 of Regulation (EU) 2022/2065 of the European Parliament and of the Council of 19 October 2022 on a Single
Market For Digital Services and amending Directive 2000/31/EC (Digital Services Act), 0J L 277, 27.10.2022, p. 1.

(%) Judgment of the Court of Justice of 8 April 2014, Digital Rights Ireland and Seitlinger and others, Joined Cases C-293/12 and
C-594/12, ECLI:EU:C:2014:238.
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limits imposed by compliance with the principle of proportionality in the light of
Articles 7, 8 and 52(1) of the Charter’ (2"). In other words, the Charter imposes
limits on the powers of the EU legislator. When a legislative measure is adopt-
ed, the EU legislator should respect the Charter. This requirement even applies
to a legislative measure which was adopted before the Charter has become
binding. Just to recall, the data retention directive 2006/24 (??) was adopted in
2006, and the Charter became binding in 2009.

The constitutional importance of this judgment also lies, first, in the fact that it
attempts to define the essence of the fundamental rights to data protection,
and, second, in a qualification of breaches. An interference with fundamental
rights can be particularly serious, but’not such as to adversely affect the essence
of those rights’ (%).

Finally, the Court made clear that the unlimited retention of communications
data of all citizens amounted to such a serious infringement of Charter rights
that it can never be justified(®*). As the Court ruled, ‘the fact that data are
retained and subsequently used without the subscriber or registered user being
informed is likely to generate in the minds of the persons concerned the feeling
that their private lives are the subject of constant surveillance' (%). This line of
thinking was later on confirmed and specified in further case law (?).

The third seminal case is Schrems (?’), currently often referred to as ‘Schrems I’,
in which the adequacy decision of the Commission, known as Safe Harbour (?8),
was declared invalid, because itdid not comply with the requirements stemming
from Directive 95/46 read in the light of the Charter. From a constitutional point
of view, the importance of the judgment lies in the following elements.

First, the assessmentofinstruments of EU law underthe Charter may also extend
to external instruments, and may include the assessment of fundamental rights
protection in a third country (?%). After all, according to the Court, the adequacy
decision enabled interference with fundamental rights, founded on national
security and public interest requirements or on domestic legislation of the
United States (%°).

(%) Digital Rights Ireland and Seitlinger and others, see footnote 20, paragraph 69.

(*?) Directive 2006/24/EC of the European Parliamentand of the Council of 15 March 2006 on the retention of data generated or
processed in connection with the provision of publicly available electronic communications services or of public communi-
cations networks and amending Directive 2002/58/EC, 0J L 105, 13.4.2006, p. 54.

(%) Digital Rights Ireland and Seitlinger and others, see footnote 20, paragraph 39.

(*) Digital Rights Ireland and Seitlinger and others, see footnote 20, paragraphs 57 to 61.

(%) Digital Rights Ireland and Seitlinger and others, see footnote 20, paragraph 37.

(%) A good example is the Judgment of the Court of Justice of 6 October 2020, La Quadrature du Net and others, C-511/18,
ECLI:EU:C:2020:791. See also further the contribution by Kranenborg, H., ‘The EDPS and the never-ending story of data
retention’, Chapter 6.

(%) Schrems, see footnote 7.

(%) Commission Decision 2000/520/EC of 26 July 2000 pursuant to Directive 95/46/EC of the European Parliament and of the
Council on the adequacy of the protection provided by the safe harbour privacy principles and related frequently asked
questions issued by the US Department of Commerce, 0J L 215, 25.8.2000, p. 7.

(*) See also further the contribution by Kuner, C., ‘International Data Transfers and the EDPS: Current Accomplishments and
Future Challenges’, Chapter 7.

(*) Schrems, see footnote 7, paragraph 87.
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Second, forthe first time, the Court establishes thatthe essence of fundamental
rights under the Charter was compromised, in particular Articles 7 (private life)
and 47 (the right to effective judicial protection) thereof (3').

Third, the judgmentaddressesthe enforcementmodel, with wider constitutional
consequences. The Commission may use its implementing powers as provided
under EU law to adopt a decision, but not in a way in which it denies a national
supervisory authority the exercise of its powers, where a complainant before
it puts forward matters that may call into question whether the Commission’s
decision is compatible with the protection of the privacy and of the fundamental
rights and freedoms of individuals (*?). Hence, powers granted to national
authorities in the area of fundamental rights should be respected, also by an
EU Institution.

3. To what extent does the GDPR trigger the
constitutional development of the Union?

Aregulation under Article 288 of the Treaty on the Functioning of the European
Union (‘'TFEU’) has general application and is binding in its entirety and directly
applicable in all Member States. The GDPR is such a regulation. However, is it
really binding in its entirety and directly applicable?

As the EDPS Opinion on the data protection reform package from 7 March
2012 (*3) explains, there are many provisions allowing or providing for national
law to play a role. The GDPR coexists in many respects with national law and
national administrative procedure.

One could argue that the GDPR has elements of a directive, because many of
its provisions leave to the national authorities the choice of form and methods,
thus triggering the development of a hybrid between the instruments of
regulation and directive (34).

Let me say a few words on enforcement. | already mentioned the constitutional
embedding of the national enforcement authorities under EU law. The
authorities, however, operate under national procedural law, whilst they have
to coordinate their actions, in the context of the cooperation- and consistency
mechanisms of Chapter VII of the GDPR. This is not evident: the principles
of effective enforcement of EU law and of sincere cooperation should be
reconciled with the procedural autonomy of the Member States.

(*") SeeBrkan, M., 'The Concept of Essence of Fundamental Rights in the EU Legal Order: Peeling the Onion to its Core’, European
Constitutional Law Review, Vol. 14,2018, p. 352-355.

(*?) Schrems, see footnote 7, paragraphs 102 and 103.

(%) EDPS Opinion on the data protection reform package, issued on 7 March 2012, paragraphs 50-70.

(*) Article 288 of the Consolidated version of the Treaty on the Functioning of the European Union, 0J C 326, 26.10.2012, p. 47
provides that ‘A directive shall be binding, as to the result to be achieved, upon each Member State to which it is addressed,
but shall leave to the national authorities the choice of form and methods'.
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It is at this point where the Proposal for a Regulation laying down additional
procedural rules relating to the enforcement of the GDPR (*°) kicks in.
This proposal is based on the view that important differences in national
administrative procedures and interpretations of concepts in the GDPR
cooperation mechanism hinder the smooth and effective functioning of the
GDPR enforcement in cross border cases. According to the Commission, the
'‘Proposal ensures an appropriate balance between meeting the objective of
ensuring the smooth functioning of cross-border enforcement of the GDPR
while not unduly interfering with national legal systems’ (3¢).

To give a few examples of the interference with national legal systems:

e Article 3 ofthe Proposal specifies how to deal with a complaint, including
the use of a complaint form with mandatory elements, according to a
format laid down at EU level.

e According to Article 5, a complaint may be resolved by amicable settle-
ment between the complainant and the parties under investigation, also
in Member States where such a notion does not exist under national law.

The Proposal for a Regulation laying down additional procedural rules is an
example of the constitutional importance of data protection: the objective of
ensuring the smooth functioning of cross-border enforcement of the GDPR
interferes by definition with national legal systems.

4. Constitutional law developing data
protection

On the one hand, data protection is no longer a niche subject, if only because
it has a big influence on the (constitutional) development of EU law. | explained
that in the previous section.

On the other hand, data protection itself developed enormously thanks to its
constitutional embedding in EU law. Of course, informatisation and the grown
value of data play an equally big - or even bigger - role, but that is an angle |
leave to others.

Let me go back to 2004. At the beginning of this article | noted that a reference
to ‘constitutional’ in the context of data protection would be exaggerated in
2004 when the EDPS started its activities. This holds truth for EU law. However,
the preamble of Directive 95/46 refers to the fundamental rights recognised in
the constitution and laws of the Member States and in the European Convention

(*) Proposal for a Regulation of the European Parliament and of the Council laying down additional procedural rules relating
to the enforcement of Regulation (EU) 2016/679, COM(2023) 348 final. See also Mustert, L., 'The Commission Proposal
for a New GDPR Procedural Regulation: Effective and Protected Enforcement Ensured?’, EDPL Review, Vol. 9, No. 4, 2023,
p.454-464.

(%) COM(2023) 348 final, p. 5-6.
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for the Protection of Human Rights and Fundamental Freedoms ('ECHR’) (*’). In
Osterreichischer Rundfunk and others (3), the CJEU rules that the ‘provisions
of Directive 95/46, in so far as they govern the processing of personal data
liable to infringe fundamental freedoms, in particular the right to privacy, must
necessarily be interpreted in the light of fundamental rights, which, according
to settled case-law, form an integral part of the general principles of law whose
observance the Court ensures'. In Lindgvist (*%), the Court refers more in general
to the fundamental rights protected by the Community legal order.

The Lisbon Treaty has three direct consequences. First, whereas in Osterreichi-
scher Rundfunk and others the CJEU ruled that not all processing of personal
data falls within the scope of fundamental rights, this is no longer the case.
Second, the supervision has become a constitutional concern. Third, data pro-
tection falls by definition within the scope of EU law, with an in practice com-
plete competence for the EU legislator. Article 16 TFEU provides that the EU
legislator adopts the rules on data protection.

4.1. Constitutional importance, recognising rights and freedoms

Under Article 16(1) TFEU and Article 8(1) Charter ‘Everyone has the right to the
protection of personal data concerning them (TFEU) or him or her (Charter)".

The TFEU mandates the ordinary legislator of the Union to establish rules to
give effect to the right, whereas the Charter mentions the main elements of
the right, that should in any event be included in those rules. Arguably, these
elements could be considered the essence of the right.

Both the TFEU and the Charter lay down the mandatory control of independent
authorities (TFEU) or of ‘an’ independent authority (Charter).

A constitutional right has an essence that cannot be touched (*°). The term
‘essence’ is sometimes explained as the 'very substance’ of a right (*'), or with
the German term ‘Wesensgehalt’ stemming from Article 19 of the Constitution
of the Federal Republic of Germany (“?). Essence is sometimes mentioned as
the limit of limits (*3).

(*) Recital 1 of Directive 95/46/EC.

(%8 Judgment of the Court of Justice of 20 May 2003, Osterreichischer Rundfunk and others, C-465/00, ECLI:EU:C:2003:294,
paragraph 68.

(¥) Judgment of the Court of Justice of 6 November 2003, Lindqvist, C-101/01, ECLI:EU:C:2003:596, paragraphs 87 and 90.

(*°) Onthe essence of the fundamental right to data protection, see Gonzélez Fuster, G., Study on the essence of the fundamental
rights to privacy and to protection of personal data (EDPS 2021/0932).

(*1) Explanation of Article 52 of the Charter of Fundamental Rights of the European Union, 0J C 326, 26.10.2012, p. 391.

(*?) Translated into ‘essence’ in the English translation of the Basic Law for the Federal Republic of Germany, provided by the
Federal Ministry of Justice and the Federal Office of Justice - www.gesetze-im-internet.de.

(*%) Tridimas, T. and Gentile, G., 'The Essence of Rights: An Unreliable Boundary?', German Law Journal, Vol. 20, p. 794, King's
College London Law School Research Paper No. 2019-37. See also Brkan, M., op. cit. (footnote 31).



https://www.edps.europa.eu/system/files/2023-11/edps-vub-study_on_the_essence_of_fundamental_rights_to_privacy_and_to_protection_of_personal_data_en.pdf
https://www.edps.europa.eu/system/files/2023-11/edps-vub-study_on_the_essence_of_fundamental_rights_to_privacy_and_to_protection_of_personal_data_en.pdf
https://www.gesetze-im-internet.de/englisch_gg/englisch_gg.pdf#:~:text=%281%29 Every person shall have the right to,integrity. Freedom of the person shall be inviolable
http://www.gesetze-im-internet.de
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Whereas the Court has at several occasions mentioned the essence of the right
to data protection, it has not ruled that this essence has been compromised (*4),
whereas it has established in Schrems that the essence of two other rights of
the Charter was compromised, in the context of data protection: the right to
respect for private and family life (Article 7 of the Charter) and the right to an
effective remedy (Article 47 of the Charter).

This leaves some room for interpretation.

First, if one takes the view that the right does not equal the right to informational
self-determination, but is a claim based to fairness. The processing of personal
data as such cannot be considered to be a limitation of the right to data
protection. | take that view, in line with a.o. Peter Hustinx ().

This also means that the elements of the right to data protection mentioned
in the Charter (mainly: fairness and purpose specification, consent or another
legal basis, right to access and right to rectification) can be specified. However,
these elements cannot be deprived of their basic substance. For example, EU
or national legislation cannot provide that in certain areas individuals have no
right to access whatsoever.

Second, as the Court observed, 'The establishment in Member States of
independent supervisory authorities is thus an essential component of the
protection of individuals with regard to the processing of personal data’ (*¢). This
would mean that the absence of such an authority in certain domains would
compromise the essence. Thisis forinstance the case in the area of the common
foreign and security policy, where the Council should adopt rules on data
protection under Article 39 of the Treaty on European Union, butitdid not, orin
case of processing operations of courts acting in their judicial capacity, where
no appropriate procedure is foreseen. Indeed, the data protection authorities
are not competent following Article 55(3) GDPR ().

Third, the right to data protection clearly has a procedural component, as
the connection with Article 47 of the Charter shows. But, equally, the rights
of access and rectification, as said included in Article 8(2) of the Charter are
procedural rights.

An important procedural right is the right to lodge a complaint with a
supervisory authority, which is specified in Article 77 GDPR. Arguably, this right
for an individual to complain and to have his complaint handled is even part of
the essence. As the recent Schufa judgment illustrates:

(*) Gonzélez Fuster, G., op. cit. (footnote 40) Table |, p. 29.

(*) Hijmans, H., op. cit. 11, Chapter 2.11, and literature mentioned there.

(*) Judgment of the Court of Justice of 8 April 2014, Commission/Hungary, C-288/12, ECLI:EU:C:2014:237, paragraph 48.

(*7) And the similar Article 45(2) of the Law Enforcement Directive (Directive (EU) 2016/680 of the European Parliament and of
the Council of 27 April 2016 on the protection of natural persons with regard to the processing of personal data by compe-
tent authorities for the purposes of the prevention, investigation, detection or prosecution of criminal offences or the exe-
cution of criminal penalties, and on the free movement of such data, and repealing Council Framework Decision 2008/977/
JHA, 0JL119,4.5.2016, p. 89).



04 The constitutional importance of data protection | 41

e FEach supervisory authority is required on its territory to handle com-
plaints and is required to examine the nature of that complaint as neces-
sary. The supervisory authority must deal with such a complaint with all
due diligence.

e Where, followingitsinvestigation, such an authority finds an infringement
of the provisions of that regulation, it is required to react appropriately in
order to remedy the shortcoming found.

e The complaints procedure, which is not similar to that of a petition, is
designed as a mechanism capable of effectively safeguarding the rights
and interests of data subjects (*®).

4.2. Enforcement

The enforcement bodies have constitutional status, provided to them under
Article 8(3) Charter and Article 16(2) TFEU. As specified by the CJEU, 'the
supervisory authorities’ primary responsibility is to monitor the application of
the GDPR and to ensure its enforcement’ (*). The responsibility directly follows
from EU Constitutional law. In that perspective, itis their constitutional mandate
to ensure the respect of EU data protection law. Recital (2) of the GDPR refers
to the need for protection of individuals, irrespective of their nationality and
residence, as well as 'to contribute to the accomplishment of an area of freedom,
security and justice and of an economic union, to economic and social progress,
to the strengthening and the convergence of the economies within the internal
market, and to the well-being of natural persons'.

How to ensure this constitutional mandate with a pan European component,
where authorities operate within the national administrations and their
decisions are subject to control by national courts?

This linksto the various demandsto modify the system towards more centralised
enforcement (°9).

As we know, the model of the enforcement of the GDPR already contains
centralised elements, most predominantly with the role of the EDPB in the
provisions of consistency (articles 63-67 GDPR). The question raises whether
this is enough, or whether, as Bastos and Palka seem to claim, centralised
GDPR enforcement is a constitutional necessity (*'). They refer to Gentile and
Lynskey (*?) who identified four flaws of the current mechanism with a composite

(*) Judgment of the Court of Justice of 7 December 2023, SCHUFA Holding (Libération de reliquat de dette), Joined Cases
C-26/22 and C-64/22, ECLI:EU:C:2023:958, extracts from paragraphs 56 to 58.

(*%) Judgment of Court of Justice of 16 July 2020, Facebook Ireland and Schrems, C-311/18, ECLI:EU:C:2020:559, paragraph 108.

(%) As Politico reported on 22 January 2024, even Commissioner Reynders alludes that 'Europe’s privacy law could be partially
enforced from Brussels in the future, much like how competition law has been enforced for longer, and how digital platforms
are overseen under the EU’s new Digital Services Act and Digital Markets Act'.

(*") Brito Bastos, F. and Przemystaw, P., op. cit. (footnote 10).

(*?) Gentile, G., and Lynskey, 0., 'Deficient by Design? The Transnational Enforcement of the GDPR', International & Comparative
Law Quarterly,Vol.71, Issue 4, 2022, p. 799 - 830.
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administration: ambiguities and divergences in oversight, inequality of DPAs
with a predominant role for the Lead Supervisory Authority, lack of procedural
fairness and an unequal application of the law.

I limit myself in this article to the observation that in view of the constitutional
basis of data protection authorities, where the enforcement concerns EU wide
concerns, like for instance for the big platforms, a central authority might
best be placed to deal with these concerns. A preference for centralisation is
justifiable; | would not call it a necessity.

For the time being, however, it is more useful to aim for a more practical and
feasible solution, i.e. addressing the flaws of the current system, by making
progress in the work on the Proposal for a Regulation laying down additional
procedural rules relating to the enforcement of the GDPR (°3).

4.3. Constitutional importance, redefining the interaction
between the EU and the Member States

Article 16 TFEU also redefines the competences of the Member States in the
area of data protection. Data protection has become an EU competence, with no
room for national law, unless specifically mandated in an EU Law instrument (*4).
An interesting example in this respect is Article 6 GDPR. National law can
specify the legal grounds for processing in Article 6(1)(c) (legal obligation of
the controller) or 6(1)(e) (public interest or exercise of official authority).

The national legislator, however, is not fully free when it adopts such a law.
It should comply with the qualitative requirements under Article 6(3) GDPR.
Moreover, the national legislator does not have any competence to adopt
rules on one of the other legal grounds of Article 6. It cannot define what - in
a specific context - constitutes a legitimate interest. As already clarified under
Directive 95/46, national law cannot impose additional requirements to the
EU conditions for legitimate interest (*°). More recently, the Court confirmed
that national law cannot definitively prescribe the result of the balancing of the
rights and interests at issue (°¢).

This is a reality which is not always evident for all actors in the field, for instance
because the protection of fundamental rights has always been a national
competence, whereas in this specific area of fundamental rights - as a main rule
- more strict national rules cannot be imposed.

(%) COM(2023) 348 final. See also Mustert, L., op. cit. (footnote 35).

(*) Hijmans, H., op. cit. (footnote 11), Chapter 4.3.2.

(*%) Judgment of the Court of Justice of 24 November 2011, ASNEF, Joined cases C-468/10 and C-469/10, ECLI:EU:C:2011:777,
paragraph 39.

(*) Judgment of the Court of Justice of 7 December 2023, SCHUFA Holding (Scoring), C-634/21, ECLI:EU:C:2023:957, para-
graph 70.
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Also, the EU legislator struggles with this reality, as exemplified by Article 85
GDPR, which requires the Member States to reconcile data protection with
the freedom of expression and information. Article 85(2) provides for at first
sight almost unlimited exceptions, which seem difficult to combine with the - in
practice - exclusive EU competence under Article 16 TFEU.

5. Epilogue

This article discusses the constitutional importance of data protection in EU law
over the last 20 years. It takes stock of the situation in 2024. We find ourselves in
a dynamic environment where technology, but also legal instruments relevant
for data protection rapidly change.

The second Schufa judgment underlined the importance of human intervention
in a context of artificial intelligence (*). More widely, the proposal for a
Regulation laying down harmonised rules on artificial intelligence (Artificial
Intelligence Act) (°8) and the subsequent legislative procedure in Council and
Parliament demonstrate the need for reassessing the constitutional nature of
data protection. Not only is the proposal (also) based on Article 16 TFEU, it
equally illustrates that a starting point for data protection that the ‘processing
of personal data should be designed to serve mankind' (*) requires further
thinking, also in the perspective of human dignity. | recall Article 1 of the
Charter: Human dignity is inviolable. It must be respected and protected.

As far as the constitutional position of data protection authorities is concerned,
the new legal instruments under the EU digital package; such as the Digital
Markets Act (¢°) and the Digital Services Act (¢'), require new thinking, based on
the principle of sincere cooperation between data protection authorities and
other competent authorities, as explained in the Court’s Meta judgment (¢?).

(¥7) SCHUFA Holding (Scoring), see footnote 56, paragraph 73.

(°**) Proposal for a Regulation of the European Parliament and of the Council laying down harmonised rules on artificial intelli-
gence (Artificial Intelligence Act) and amending certain Union Legislative Acts, COM(2021) 206 final.

(*) Recital 4 of GDPR.

(¢%) Regulation (EU) 2022/1925 of the European Parliament and of the Council of 14 September 2022 on contestable and fair
markets in the digital sector and amending Directives (EU) 2019/1937 and (EU) 2020/1828 (Digital Markets Act), 0J L 265,
12.10.2022, p. 1.

(') Regulation (EU)2022/2065 of the European Parliamentand of the Council of 19 October 2022 on a Single Market For Digital
Services and amending Directive 2000/31/EC (Digital Services Act), 0J L 277,27.10.2022, p. 1.

(¢2) Judgment of the Court of Justice of 4 July 2023, Meta Platforms and others (Conditions générales d'utilisation d'un réseau
social), C-252/21, ECLI:EU:C:2023:537, paragraphs 53 to 63.
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The ePrivacy Directive regulates some of the key privacy issues in the digital
age, from confidentiality of electronic communications to online tracking.
Since its adoption in 2002, the Directive has undergone changes with
tremendous impact on individuals’ privacy. This article discusses the main
provisions of the Directive and focuses on two milestones in the Directive's
development: the change to opt-in consent for online tracking in 2009, and
the broadening of the confidentiality of communications rules of 2020 to
cover instant messaging, emails, internet calling (through the adoption of the
European Electronic Communications Code). The article also discusses how
these changes to the Directive’s scope impact the providers' ability to screen
communications to combat the dissemination of online child sexual abuse
material and the ongoing legal work being done to address this issue. The
article’s final section looks at the proposed ePrivacy Regulation.

1. A snapshot of the 2002 ePrivacy Directive

The ePrivacy Directive was adopted in 2002 ("), but most of its provisions origi-
nate from an earlier Directive on the same topic adopted in 1997 (?). The Directive
sets forth rules aiming at the protection of privacy and personal data of users
of electronic communications. In doing so, it particularizes and complements

(*) Rosa Barcelo is a partner at the law firm McDermott Will & Emery, based in Brussels. She specialises in Data Privacy and
Cybersecurity. Rosa Barcelo worked as legal officer at the EDPS from 2006 to 2011 and at the European Commission (DG
CNECT- Cybersecurity and Digital Privacy Unit) from 2011 to 2018.

(**) The author would like to thank her colleague Ania Ciesielska for her unevaluable support in the drafting of this article, in
particular for her underlying research, comments and suggestions, which have greatly contributed to improve it.

Directive 2002/58/EC of the European Parliament and of the Council of 12 July 2002 concerning the processing of personal
data and the protection of privacy in the electronic communications sector (Directive on privacy and electronic communica-
tions), 0J L 201, 31.07.2002, p. 37. The unofficial consolidated version of the 2002 ePrivacy Directive, as amended by 2009
Directive, is available on EUR-Lex.

(%) Directive 97/66/EC of the European Parliament and of the Council of 15 December 1997 concerning the processing of per-

sonal data and the protection of privacy in the telecommunications sector, 0J L 024, 30.01.1998, p. 1.

(1


https://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=CONSLEG:2002L0058:20091219:EN:HTML
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the Data Protection Directive (%) (replaced subsequently by the General Data
Protection Regulation, GDPR (%)). It also implements the rights to privacy and to
protection of personal data set out in Articles 7 and 8 of the Charter of Funda-
mental Rights of the EU (°) and ensures the free movement of data processed in
the electronic communications sector. Moreover, it provides for the protection
of the legitimate interests of subscribers who are legal persons.

Given that the Directive regulates privacy in the electronic communications
sector, it relies on and cross-refers to the definitions contained in electronic
communications legislation. With respect to the definition of consent, the
Directive cross-refers to the GDPR. As EU Member States have transposed the
provisions of the Directive into their legal orders, some divergences at national
level exist ().

1.1. Main content

While the core of the Directive is the protection of confidentiality of electronic
communications, its provisions extend to many topics that can be explained in
the following three groups.

The first group is about confidentiality of communications and of information
in terminal equipment. It contains the rules on confidentiality of electronic
communications and related traffic data (Articles 5, 6). Essentially, such rules
require users’'consenttolisten, tap, store, orotherwiseinterceptcommunications
or related traffic data in publicly available electronic communications networks.
Traffic data must be erased or made anonymous when they are no longer
needed for the conveyance of a communication or for billing. Similarly, location
data other than traffic data can be processed where they are made anonymous,
or with users’ consent for the provision of a value-added service (Article 9). The
Directive requires prior consent to access and/or store information in users’
equipment, as it is deemed to be part of their private sphere (Article 5(3)) (7).
Security requirements and notification of a personal data breach related to
content and traffic data complete this first group.

(®) Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the protection of individuals with
regard to the processing of personal data and on the free movement of such data, 0J L 281, 23.11.1995, p. 31.

(*) Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural per-
sons with regard to the processing of personal data and on the free movement of such data, and repealing Directive 95/46/
EC(General Data Protection Regulation), 0J L 119, 4.5.2016, p. 1.

(°) Charter of Fundamental Rights of the European Union, 0J C 326, 26.10.2012, p. 391.

(®) See notably two studies prepared for the European Commission DG Communications Networks, Content & Technology: (1)
ePrivacy Directive: assessment of transposition, effectiveness and compatibility with proposed Data Protection Regulation
(SMART 2013/0071), and (2) Evaluation and review of Directive 2002/58 on privacy and the electronic communication sector
(SMART 2016/0080).

(") Recital 24 provides that '[tlerminal equipment of users of electronic communications networks and any information stored
on such equipment are part of the private sphere of the users requiring protection under the European Convention for the
Protection of Human Rights and Fundamental freedoms.
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The second group includes the rules on direct marketing communications
(Article 13), which require prior opt-in consentto use automatic calling machines
or electronic mail for the purposes of direct marketing (‘opt-in" rule) (¢). An
exception to this rule enables sellers to market similar products or services to
their existing customers by electronic mail.

The third group includes several rules specific to the electronic communications
sector, which in different ways, seek to protect the privacy of users of electronic
communications. An example is the right to prevent the presentation of the
calling line identification if users want to protect their anonymity (Article 8),
or the right to stop automatic call forwarding by a third party and therefore
prevent unwanted interferences (Article 11).

1.2. ePrivacy from 2002 to today

Since its 2002 adoption, the Directive has undergone several important
changes, which have increased the initial protection of privacy and personal
data. Some of them were the result of an initiative targeted at amending the
provisions of the Directive directly (i.e., the amendments made by Directive
2009/136/EC (7). Some others were the result of repealing and replacing
the acts cross-referred to by the ePrivacy Directive (i.e., the Data Protection
Directive repealed and replaced by the GDPR; and the Framework Directive ('°)
- repealed and replaced by the EECC).

A. Direct changes

In 2009, the electronic communications framework was amended, to address
competitive issues concerning broadband providers and the provision of
spectrum, among others. Being part of that framework, the ePrivacy Directive
was also reviewed. As further developed below, the most notorious 2009
amendment was the switch from opt-out to opt-in to access and/or store
information in users’ equipment, which had an enormous impact for users and
companies involved in online tracking.

(8) With respect to direct marketing calls carried out by regular calls, the Directive leaves it up to Member States to decide
whether to impose a prior consent requirement (i.e., opt-in) or a right to object (i.e., opt-out). Opt-out solutions require
organizations to check first whether an individual has registered on an opposition list or signed up to a ‘Robinson list’, and
allow them to place marketing calls only to individuals who do not figure on such lists.

(°) Directive 2009/136/EC of the European Parliament and of the Council of 25 November 2009 amending Directive 2002/22/
EC on universal service and users' rights relating to electronic communications networks and services, Directive 2002/58/
EC concerning the processing of personal data and the protection of privacy in the electronic communications sector and
Regulation (EC) No 2006/2004 on cooperation between national authorities responsible for the enforcement of consumer
protection laws, 0J L 337, 18.12.2009, p. 11. This Directive was adopted as part of the amendments to the EU telecoms
package, and specifically, itamended the Universal Services Directive and the ePrivacy Directive.

(%) Directive 2002/21/EC of the European Parliament and of the Council of 7 March 2002 on a common regulatory framework
for electronic communications networks and services (Framework Directive), 0J L 108, 24.4.2002, p. 33.
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B. Indirect changes

On 25 May 2018, due to the GDPR becoming applicable and its Article 94(2), the
references to the repealed Data Protection Directive were to be construed as
references to the GDPR. This meant that the consent in the ePrivacy context (to
which Article 2(f)referredto)changed and became the same asunder Article 4(11)
of the GDPR. All consents required under the ePrivacy Directive (e.g., consent
for storing/accessing cookies, consent for sending direct marketing emails, or to
process traffic data) had to fulfill the conditions of the GDPR.

On 21 December 2020, the EECC became applicable, repealing and replacing
the directives of the EU telecoms framework. The ePrivacy Directive was not
modified or repealed by the EECC. However, Article 2 of the Directive cross-
refers to the definitions of electronic communications services contained in
the EU telecoms framework. As the EECC's new definition of the electronic
communications  services included number-independent electronic
communications services, this meant that services such as Voice over Internet
Protocol, instant messaging applications and web-based email services
(‘Over-the-Top service providers’ or ‘OTTs') were brought within the scope
of application of the ePrivacy Directive, indirectly modifying the original
Directive. Then, in 2021, the Interim Regulation (") derogated temporarily the
confidentiality provisions of the ePrivacy Directive from applying to these new
service providers.

C. Proposed change of the rules

Meanwhile, in 2017 the Commission had adopted the proposal for a Regulation
on Privacy and Electronic Communications (‘proposed ePrivacy Regulation’) (2).
The proposal’s objective was to align the ePrivacy rules with the new general
rulebook - the GDPR - and provide a level playing field for all market players,
including OTTs. To date, the proposed ePrivacy Regulation is still undergoing
the legislative process.

1.3. Is ePrivacy needed in a GDPR reality?

After the GDPR was adopted, some questioned the need for the ePrivacy rules.
Some of the ePrivacy Directive's provisions seek to protect personal data in the
electronic communications sector, which means content, traffic and location
data. Such rules are more specific and granular than their counterparts in the
GDPR. Some argue that the general principles of the GDPR would suffice,

(") Regulation (EU)2021/1232 of the European Parliament and of the Council of 14 July 2021 on a temporary derogation from
certain provisions of Directive 2002/58/EC as regards the use of technologies by providers of number-independent inter-
personal communications services for the processing of personal and other data for the purpose of combating online child
sexual abuse, 0J L 274, 30.7.2021, p. 41.

("2) European Commission's Proposal of 10 January 2017 for a Regulation of the European Parliament and of the Council con-
cerning the respect for private life and the protection of personal data in electronic communications and repealing Directive
2002/58/EC (Regulation on Privacy and Electronic Communications), COM(2017) 010 final.
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complemented as needed by regulatory guidance. Having a separate legal
framework may provide some additional legal certainty and harmonization, but
itis not absolutely needed.

The EDPS and the Article 29 Working Party (‘WP29') (and the European
Commission) have disagreed with these views. While the GDPR protects
personal data, the ePrivacy rules aim at protecting also the confidentiality
of electronic communications, as well as the integrity of one's device,
independently of processing any personal data. These protections implement
a different fundamental right, the right to private and family life, home and
communications (referred to as ‘privacy’). These protections would not be
afforded by the GDPR alone. This view was also shared by the WP29 (**).

The same is true in relation to the protection of the legitimate interests of legal
persons, which are covered under the ePrivacy Directive, but not the GDPR.

The EDPS has also shared the view that sectoral rules are necessary, as reliance
merely on Article 7 of the Charter of Fundamental Rights of the EU to put in
practice the principle of confidentiality of electronic communications would
not ensure legal certainty (). Hence, there is a need for secondary legislation
setting forth clear and specific rules to that end. Further, the EDPS noted that
the EU privacy and data protection framework would be incomplete without
such rules: ‘While the GDPR (...) is a great achievement, we need a specific legal
tool to protect the right to private life guaranteed by Article 7 of the Charter of
Fundamental Rights, of which confidentiality of communications is an essential
component' ().

2. A closer look at the 2009 update

The 2009 amendments to the ePrivacy Directive, still in force today, were
adopted through Directive 2009/136/EC. Other than the amendment to the
cookie consent rule explained below (Section 3), most of the amendments
provided for enhanced privacy protection that was saluted by the privacy
community, including the EDPS and the WP29, without manifest rejection
by providers of electronic communications services. Examples include the
introduction of enhanced security obligations and a personal data breach
notification requirement (Articles 4(1a) and (3) respectively), the reinforcement
of the competent authorities’ powers and the penalties (Article 15a) and the
possibility for any natural or legal person adversely affected by unsolicited
communications to bring legal proceedings before courts (Article 13(6)).

(") Article 29 Working Party Opinion 1/2017 on the Proposed Requlation for the ePrivacy Requlation (Directive 2002/58/EC),
WP 247, adopted on 4 April 2017, p. 3, paragraph 2.

(") EDPS Opinion 6/2017 on the Proposal for a Requlation on Privacy and Electronic Communications (ePrivacy Requlation),
issued on 24 April 2017, p. 7, paragraph 1.

(") Ibid, Executive Summary, p. 3.



https://ec.europa.eu/newsroom/article29/items/610140/en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/eprivacy-regulation_en
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Regarding the mandatory breach notification, the Commission was empowered
to adopt implementing measures regarding the circumstances, format and
procedures, which it did through a Data Breach Commission Regulation ('¢).

The EDPS was actively involved in the development of the personal data
breach notification requirement. While the European Commission had
initially proposed leaving to comitology the development of the data breach
requirements, the EDPS supported European Parliament’'s amendments (which
were finally adopted), developing the breach provisions in the Directive itself.
On the scope of the data breach notification, while the European Commission
and the Council aimed to limit its scope of application to providers of electronic
communications services, the European Parliament (with the EDPS and WP29's
support) were in favour of expanding it to providers of information society
services. In his second opinion on the review of the ePrivacy Directive ('), the
EDPS advocated and substantiated why this notification should be expanded
to such providers. While eventually, the broad mandatory breach notification
was notincluded in the 2009 amendments to the ePrivacy Directive, it laid solid
foundations for adding such mandatory notification system to the General Data
Protection Regulation a few years later.

3. Article 5(3): the new standard
for online tracking

The key amendmentofthe 2009 review is certainly the new Article 5(3), currently
known as the ‘cookie consent rule’ and Directive 2009/136/EC introducing it as
‘the Cookie Consent Directive’. The amendment requires consent to storing
information or gaining access to information already stored on terminal
equipment (such as storing a cookie, or reading a cookie already stored, on a
computer). The requirement changed the opt-out rule (i.e., offer the user the
rightto refuse) of the 2002 ePrivacy Directive to an opt-in rule, i.e., obtain user’s
consent (unless one of the two exceptions applied - which remained the same).
This change is an important step forward in terms of protecting privacy online.
It empowers users to make informed choices as to whether to accept online
trackers, which until that point were rather hidden, thus leading to invisible
online tracking.

Given websites’ widespread use of cookies and other tracking technologies to
obtain users’information for different purposes(analytics, targeted advertising),
every website or application became (and remains today) impacted by this
provision. Up until the adoption of the cookie consent rule, the market practice
was to provide cookie information and the right to refuse in websites’ privacy

(") Commission Regulation (EU) No 611/2013 of 24 June 2013 on the measures applicable to the notification of personal data
breaches under Directive 2002/58/EC of the European Parliament and of the Council on privacy and electronic communica-
tions, 0J 1 173,26.6.2013, p. 2.

("7) EDPS Second Opinion on the review of Directive 2002/58/EC, issued on 9 January 2009.



https://www.edps.europa.eu/data-protection/our-work/publications/opinions/second-opinion-eprivacy_en
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policies. After the cookie consent rule became applicable, this has been
replaced by cookie consent banners, cookie preference centers and further
information has been increasingly provided in dedicated cookie policies.

Interestingly, this change was not included in the European Commission'’s
proposal (*®), but was later proposed by the European Parliament (°). This may
explain why the EDPS and WP29's initial opinions did not comment on it.

As for the European Parliament, its amendment proposed not only to reverse
the opt-out rule with the opt-in, but also that ‘browser settings constitute prior
consent’. Given that most browsers accepted cookies by default, the consent
requirement would probably have had little or no effect since everyone would
be deemed to be consenting to cookies (as it is well known that settings are
seldom changed).

However, the European Parliament’s amendments regarding browser settings
did not make it to the final version of the law (?°). Several factors may have
contributed to it. One of them worth highlighting may be the revelation, at
the time when the ePrivacy amendments were discussed, of Flash cookies
(sometimes called zombie cookies or super cookies) and their quite widespread
use (2). Thanks to their tracking identifiers, Flash cookies would persist even
if a user cleared their browser cookies (i.e., HTTP tracking cookies). This may
have prompted the need to give more transparency and control to users as
to whether they wanted to have cookies in the first place and removed the
possibility for browsers settings to signify consent.

The privacy community (including the EDPS and the WP29) may have formally
and informally supported its adoption and pleaded for the removal of the
reference to browser settings as a tool to signify consent. Indeed, in its Opinion
on the proposals amending the ePrivacy Directive, the WP29 strongly objected

("®) European Commission's proposal for Proposal for a Directive of the European Parliamentand of the Council amending Direc-
tive 2002/22/EC on universal service and users' rights relating to electronic communications networks, Directive 2002/58/
EC concerning the processing of personal data and the protection of privacy in the electronic communications sector and
Regulation (EC) No 2006/2004 on consumer protection cooperation, COM(2007) 0698 final.
European Parliament legislative resolution of 24 September 2008 on the proposal for a directive of the European Parliament
and of the Council amending Directive 2002/22/EC on universal service and users' rights relating to electronic communi-
cations networks, Directive 2002/58/EC concerning the processing of personal data and the protection of privacy in the
electronic communications sector (Directive on privacy and electronic communications), 0J L 201, 31.7.2002, p.37 and
Regulation (EC) No 2006/2004 of the European Parliament and of the Council of 27 October 2004 on cooperation between
national authorities responsible for the enforcement of consumer protection laws (the Regulation on consumer protection
cooperation), 0J L 364, 9.12.2004, p. 1. The Parliament's relevantamendments are in bold: ‘Member States shall ensure that
the storing of information, or gaining access to information already stored, in the terminal equipment of a subscriber or user,
either directly or indirectly by means of any kind of storage medium, is prohibited unless the subscriber or user concerned
has given his/her prior consent, taking into account that browser settings constitute prior consent, and is provided with clear
and comprehensive information in accordance with Directive 95/46/EC, inter alia about the purposes of the processing and is
offered the right to refuse such processing by the data controller. (..).

(%) While the reference to browser settings constituting consent disappeared from the operative provision of Directive
2009/136/EC, a trace of it was left in Recital 66, which provided that 'Where it is technically possible and effective, in ac-
cordance with the relevant provisions of Directive 95/46/EC, the user's consent to processing may be expressed by using the
appropriate settings of a browser or other application.’

(*") See, e.g., Soltani, A., Canty, S., Mayo, Q., Thomas, L., Hoofnagle, C. J., Flash Cookies and Privacy, SSRN, 2009.

(W


https://papers.ssrn.com/sol3/papers.cfm?abstract_id=1446862
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to the Parliament’s amendment in that regard (??). Finally, the fact that the
ePrivacy Directive review and adoption was taking place at the same time
as the rest of the review of the entire EU telecom package, with many other
challenging issues on the table of the co-legislators, may explain why the
cookie consent rule was smoothly approved.

After the adoption of Article 5(3), industry showed strong dissatisfaction. It was
argued that prior analysis of its practical and economic effects, which may not
have been obvious to legislators, had not taken place.

3.1. Interpretative guidance and CJEU judgements

Article 5(3) aims to protect the confidentiality of the information contained in
terminal equipment, for example, against viruses, stealing of information and
tracking for a variety of purposes, including offering targeted advertisement.
This is well explained in Recitals from 2002 (?3), when the standard was opt-out.
However, the 2009 adoption of the cookie consentrule was hardly accompanied
by any Recital interpreting how the cookie consent would regulate online
tracking and what it would mean in practice (*).

After its adoption, some criticized the ability of Article 5(3) to regulate online
tracking, its intrinsic limits to achieve this goal and the lack of answers to some
issues. The EDPS, the WP29, the EDPB and national authorities have remedied
its shortages with abundant clarifications and interpretative guidance on its
application to cookies (%), digital fingerprinting (?¢), connected vehicles (¥),
and to other technologies (%).

(%2) Article 29 Working Party Opinion 1/2009 on the proposals amending Directive 2002/58/EC on privacy and electronic commu-
nications (e-Privacy Directive), W159, adopted on 10 February 2009, p. 10, paragraph 1: ‘The Working Party strongly objects to
the amendment 128 adopted by the Parliament, stating that default browser settings would be a means to provide prior consent".

(%) (24)1...) So-called spyware, web bugs, hidden identifiers and other similar devices can enter the user's terminal without their
knowledge in order to gain access to information, to store hidden information or to trace the activities of the user and may
seriously intrude upon the privacy of these users. The use of such devices should be allowed only for legitimate purposes, with
the knowledge of the users concerned.

(25) 'However, such devices, for instance so-called “cookies”, can be a legitimate and useful tool, for example, in analysing
the effectiveness of website design and advertising, and in verifying the identity of users engaged in on-line transactions.
Where such devices, for instance cookies, are intended for a legitimate purpose, such as to facilitate the provision of informa-
tion society services, their use should be allowed on condition that users are provided with clear and precise information in
accordance with Directive 95/46/EC about the purposes of cookies or similar devices so as to ensure that users are made aware
of information being placed on the terminal equipment they are using. Users should have the opportunity to refuse to have a
cookie or similar device stored on their terminal equipment. {...)."

(%) See Recital 66 Directive 2009/136/EC.

(%) Article 29 Working Party Opinion 04/2012 on Cookie Consent Exemption, WP 194, adopted on 7 June 2012.

(%) Article 29 Working Party Opinion 9/2014 on the application of Directive 2002/58/EC to device fingerprinting, WP 224,
adopted on 25 November 2014.

(*”) EDPB Guidelines 01/2020 on processing personal data in the context of connected vehicles and mobility related applica-
tions, adopted on 9 March 2021.

(%) Article 29 Working Party Opinion 2/2010 on Online Behavioral Advertising, WP 171, adopted on 22 June 2010; EDPB Guide-
lines 03/2022 on Deceptive design patterns in social media platform interfaces: how to recognise and avoid them, adopted
on 14 February 2023; or EDPB Guidelines 2/2023 on Technical Scope of Art. 5(3) of ePrivacy Directive, adopted for public
consultation on 14 November 2023.



https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2009/wp159_en.pdf
https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2009/wp159_en.pdf
https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2012/wp194_en.pdf
https://www.dataprotection.ro/servlet/ViewDocument?id=1089
https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-012020-processing-personal-data-context_en
https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-012020-processing-personal-data-context_en
https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2010/wp171_en.pdf
https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-032022-deceptive-design-patterns-social-media_en
https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-032022-deceptive-design-patterns-social-media_en
https://edpb.europa.eu/our-work-tools/documents/public-consultations/2023/guidelines-22023-technical-scope-art-53-eprivacy_en

54 | Two decades of personal data protection. What next? - EDPS 20th Anniversary

Case law has also helped. For example, in October 2019, in its judgment in
the case Planet49 (*°), the Court of Justice of the EU ('CJEU’) clarified that a
pre-selected checkbox, which the user would have to deselect to refuse his or
her consent, does not constitute a legally valid consent. This judgment had an
important effect on websites, some of which had to correct their practices in
this regard.

3.2. Genuine choice in the era of online tracking proliferation?

The proliferation of online tracking and forceful enforcement of the rules has
meantthatcookie consentbannershave become arealityforalready manyyears.
Market practices have been and continue to be shaped by enforcement (3°) - in
some cases triggered by complaints filed by privacy campaigners (*'). Over the
years, market practices have led to a relatively high granularity of choices in
cookie consentbanners. There seems to be more acceptance amongstindustry
ofthe needto empower usersto be able to make informed and genuine choices.
At the same time, it is common to read that there is a certain cookie fatigue,
including among users. This has and continues to trigger attempts to find ways
to empower individuals, without endangering the user interface. For example,
in the explanatory memorandum to the proposal for the ePrivacy Regulation,
the Commission noted that ‘the consent rule to protect the confidentiality of
terminal equipment failed to reach its objectives as end-users face requests to
accept tracking cookies without understanding their meaning’ (32). Similarly, the
EDPS noted that ‘Article 5(3) of the ePrivacy Directive, as currently applied, has
failed to live up to its potential to provide a genuine opportunity to choose,
and to give control to the individuals. Instead, consent mechanisms have been
developed by businesses and other organisations with the objective of arguably
meeting the bare legal requirements for compliance under the ePrivacy
Directive but failing to give users a genuine choice and control over what is
happening to their data’ (*3). To help fix this problem, the proposed ePrivacy
Regulation added an exemption from obtaining consent in case of cookies and
other technologies used for web audience measuring purposes (Article 8(1)(d))
and a possibility to express consent through settings of a software application
such as browser (Article 9(2)), provided that such consent is legally valid.

(¥) Judgment of the Court of Justice of 1 October 2019, Planet49, C-673/17, ECLI:EU:C:2019:8071, point 1 of the operative part
of the judgment.

(*) For instance, the French Data Protection Authority has been known for its consistent enforcement of the cookie consent
rules, as transposed into the French legal order, accompanied by significant fines.

(*') Seee.g., EDPB, Report of the work undertaken by the Cookie Banner Taskforce, adopted on 17 January 2023.

(*) COM(2017)10final, p. 5.

(%) EDPS Opinion 6/2017 on the Proposal for a Regulation on Privacy and Electronic Communications (ePrivacy Requlation),
issued on 24 April 2017, p. 17, paragraph 1.



https://edpb.europa.eu/our-work-tools/our-documents/other/report-work-undertaken-cookie-banner-taskforce_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/eprivacy-regulation_en
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In 2023, the European Commission launched a ‘Cookie Pledge’, i.e., a reflection
process on how to better empower consumers to make effective choices
regarding tracking-based advertising models. This has led to formulating high-
level draft principles, adherence to which would be voluntary, to address the
current shortcomings (34).

While the question may seem to focus on cookies, it is also valid in relation
to other similar technologies. Indeed, as technology and market practices
continue to evolve, so will regulatory guidance (see, e.g., the EDPB Guidelines
on technical scope of Article 5(3)) and jurisprudence, which, by their nature,
have a reactive effect.

4. Broadening the confidentiality rules to OTTs

As explained in Section 1.2, when the EECC was adopted with a new definition
of electronic communications services encompassing OTTs, this extended
Directive's scope of application to such services. This means that OTTs are
now bound by the rules on confidentiality of electronic communications and
related traffic data, restrictions on the use of location data, designed back in
2002 for traditional telecommunications operators. Potentially, OTTs could find
themselves subject to data retention obligations, if national laws would provide
so, in line with Article 15 of the ePrivacy Directive.

The broadening of the scope to OTTs was one of the main objectives of the
proposed ePrivacy Regulation (see Section 5). Interestingly, while the Proposal
was making its way through the legislative process, the inclusion of OTTs
happened independently of the proposed ePrivacy Regulation.

4.1. Are the rules enforced vis-a-vis OTTs?

Some of the major OTTs such as instant messaging or email services have
adapted their data processing practices in compliance with the ePrivacy
Directive. In some cases, this is visible from publicly available privacy notices
stating that traffic data generated by such services are handled in line with the
requirements of the ePrivacy Directive.

Whether the ePrivacy rules are being effectively enforced by competent
national authorities is uncertain. No cases of enforcement of the electronic
communications confidentiality rules with respect to OTTs have been publicly
reported. Surprisingly, other than in relation to legislative initiatives on
combating the dissemination of online child sexual abuse materials, the EDPS
or EDPB have not issued statements welcoming the application of the ePrivacy
Directive to OTTs (even though both supported itin the context of the proposed
ePrivacy Regulation).

(*) European Commission's page dedicated to the Cookie Pledge. At the time of writing this article, the European Commission
aimed to present the final version of the principles in April 2024.


https://commission.europa.eu/live-work-travel-eu/consumer-rights-and-complaints/enforcement-consumer-protection/cookie-pledge_en
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The authorities’ silence may be due to the fact that not all data protection
authorities are entrusted with the supervision and enforcement of the
ePrivacy rules. Indeed, under the ePrivacy Directive, it is up to EU Member
States to designate the competent authorities. Some Member States have
designated telecoms regulators, and it may be that the ePrivacy rules are
not an enforcement priority for them. This may be somehow surprising, as
covering OTTs by the principle of the confidentiality of communications was
one of the key purposes of the proposed ePrivacy Regulation, and endorsed
by the privacy community. On the other end of the spectrum, law enforcement
authorities of some Member States appear to be using the national legislation
(setting forth exceptions pursuant to Article 15(1) of the ePrivacy Directive) to
require OTTs to retain communications data, just like some require traditional
telecoms operators to do.

4.2. Interim Regulation
A. Why was it needed?

Some OTTs voluntarily use technologies such as PhotoDNA to scan electronic
communications in order to detect, report and remove online child sexual
abuse materials ((CSAM’) from their services. Up until 20 December 2020, such
scanning was covered by the GDPR - insofar as personal data were concerned
- and OTTs could rely on the legitimate interests legal basis. When the EECC
entered into application on 21 December 2020, OTTs had to abide by the
ePrivacy Directive's confidentiality rules, which does not include a legitimate
interests legal basis. Instead, the Directive essentially requires users’' consent
to conduct such scanning. Relying on consent would obviously devoid the
activity of its purpose. Another potential possibility was to rely on national law
adopted pursuant to Article 15(1) of the Directive (if there was any), that would
enable OTTs to carry out such processing (subject to appropriate safeguards,
and where that national law would apply to the communication at hand). At the
EU level, there was no such measure available.

B. Temporary derogation from OTTs’ confidentiality requirements

As the protection of children is one of the Union’s priorities, EU co-legislator
adopted in July 2021 the Interim Regulation to address this issue temporarily,
pending the adoption of a dedicated fully-fledged regulation at EU level.
The Interim Regulation aims to enable OTTs to continue their voluntary activities
with respect to detecting, reporting and removing online CSAM from their
services, provided that they comply with the GDPR as far as the processing of
personal data is concerned and they meet a number of specific conditions set
forth by the Interim Regulation. Given the critical importance of the issue, as
well as the implications on confidentiality of communications, the EDPS has
published an Opinion with recommended necessary safeguards to be added
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to the Interim Regulation (*°). The temporary derogation from conforming with
the ePrivacy Directive's provisions regarding the confidentiality of electronic
communications (including traffic and location data) expires on 3 August 2024.
However, given that the EU co-legislator has not adopted yet the fully-fledged
regulation (see Section 4.3 below), the European Commission has proposed
to extend the Interim Regulation’s derogation until 3 August 2026 (*). The
legislative process on this proposed Regulation is ongoing, with co-legislators
proposing different timelines. In that context, the EDPS has reiterated its views
in an Opinion (*7).

4.3. The proposed CSAM Regulation

In May 2022, the Commission adopted a proposal for a Regulation to prevent
and combat online CSAM (the proposed CSAM Regulation) (38).

This long-term legislation is expected to replace the Interim Regulation. The
proposed CSAM Regulation lays down a framework for providers falling within
its scope (which includes OTTs) to address online CSAM and solicitation of
children for sexual purposes in the internal market. Among others, it requires
providers to carry out assessments to identify and minimize the risk of their
services being used for the purpose of online CSAM and solicitation. The
proposed CSAM Regulation provides for national courts or independent
authorities to issue detection orders, requiring providers to put in place
scanning technologies to detect CSAM and solicitation.

The proposed CSAM Regulation has raised important issues connected to the
principle of confidentiality of communications. While the scope of this article
does not permit to delve into the details, below we note some of key issues
discussed in the context of the legislative process. At the time of writing, the
proposal continues its way through the legislative process and it is uncertain
how these issues will be addressed.

A. Scanning on a voluntary basis

First, whether OTTs should be allowed to continue scanning electronic
communications on a voluntary basis. To do so, they would need to have a legal
basis under the ePrivacy Directive (*%) to engage in voluntary detection. Under

(*%) EDPS Opinion 7/2020 on the Proposal for temporary derogations from Directive 2002/58/EC for the purpose of combatting
child sexual abuse online, issued on 10 November 2020.

(*) European Commission’s Proposal of 30 November 2023 for a Regulation of the European Parliament and of the Council
amending Regulation (EU) 2021/1232 of the European Parliament and of the Council on a temporary derogation from cer-
tain provisions of Directive 2002/58/EC for the purpose of combating online child sexual abuse, COM(2023) 777 final.

(*") EDPS Opinion 8/2024 on the Proposal for a Requlation amending Requlation (EU) 2021/1232 on a temporary derogation
from certain ePrivacy provisions for combating CSAM, issued on 24 January 2024.

(*) European Commission's Proposal of 11 May 2022 for a Regulation of the European Parliament and of the Council laying
down rules to prevent and combat child sexual abuse, COM(2022) 209 final.

(*) Orbe allowed to derogate from complying with the confidentiality rules, such as in the Interim Regulation.



https://www.edps.europa.eu/data-protection/our-work/publications/opinions/opinion-proposal-temporary-derogations-directive_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/opinion-proposal-temporary-derogations-directive_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/2024-01-24-edps-opinion-82024-regulation-amending-regulation-eu-20211232-temporary-derogation-certain-eprivacy-provisions-combating-csam_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/2024-01-24-edps-opinion-82024-regulation-amending-regulation-eu-20211232-temporary-derogation-certain-eprivacy-provisions-combating-csam_en
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the proposed CSAM Regulation, scanning is only envisaged with a detection
order. The CSAM Proposal repeals the Interim Regulation, which provides for
a derogation from complying with the ePrivacy Directive to enable voluntary
scanning. This means that other than under the circumstances foreseen by the
proposed CSAM Regulation (when a detection order exists), scanning would not
be allowed (as the ePrivacy Directive does not provide for a legal basis). Against
this backdrop, some stakeholders have advocated for voluntary detection to
remain lawful (and hence for the proposed CSAM Regulation to confirm that
they can derogate from the ePrivacy Directive and rely on the legal bases of
the GDPR). On the other hand, the EDPB and EDPS support the Commission’s
conclusion that the consequences of the deployment of voluntary detection
measures are too far-reaching and serious to leave the decision on whether to
implement such measures to the service providers (*°).

B. End-to-end encryption

Probablyoneofthemostcontroversialaspectsofthe proposed CSAMRegulation
are the implications of detection orders for end-to-end encryption ('E2EE’). The
Proposal is technologically neutral as to the choice of the technologies to be
operated to comply with detection orders. However, stakeholders, including
data protection authorities and some OTTs, have voiced their concerns that
detection orders would undermine E2EE, which is deemed critical to protect
confidentiality of electronic communications.

5. The Proposed ePrivacy Regulation

As mentioned, on 10 January 2017, the Commission adopted the proposed
ePrivacy Regulation. Seven years after its adoption, the proposed ePrivacy
Regulation remains in the legislative process. The European Parliament's
plenary voted in October 2017 and agreed to enter into the interinstitutional
negotiations with the Council, based on the LIBE Committee's amendments
to the proposed ePrivacy Regulation, while the Council adopted its position in
2021. Since then, co-legislators have not been able to find common ground and
adopt the regulation.

This section takes a brief look (glimpses at) the consequences of the adoption
of the ePrivacy Regulation in relation to confidentiality of electronic communi-
cations and in relation to the cookie consent provision.

(*%) EDPB-EDPS Joint Opinion 04/2022 on the Proposal for a Requlation of the European Parliament and of the Council laying
down rules to prevent and combat child sexual abuse, issued on 28 July 2022. See also the Summary report of the EDPS
Seminar on the CSAM proposal: "The Point of No Return?”, issued on 10 November 2023.



https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-042022-proposal_en
https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-042022-proposal_en
https://www.edps.europa.eu/system/files/2023-11/23-11-10_report_from_edps_seminar_on_csam_en.pdf
https://www.edps.europa.eu/system/files/2023-11/23-11-10_report_from_edps_seminar_on_csam_en.pdf
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5.1. Confidentiality of electronic communications

One of the main aims of the proposed ePrivacy Regulation was to expand
its scope of application to OTTs, providing privacy protection regardless of
the means of communications used and ensuring a level playing field for all
providers offering electronic communications. The explanatory memorandum
of the proposed ePrivacy Regulation refers to the increased use of internet-
based services enabling interpersonal communications such as Voice over
IP, instant messaging and web-based email services, instead of traditional
communications services. The Proposal explains that one of its main objectives
is to ensure that the principle of confidentiality applies to current and future
means of electronic communications, including the ones described above (i.e.,
the Proposal is technologically neutral). While such services had to abide by the
general data protection rules (the GDPR) insofar as they processed personal
data, they were not subject to the confidentiality rules, and could process
traffic and location data for any legitimate purpose and without user’s consent
(provided that they relied on another legal basis of Article 6(1) GDPR and, in
case of special categories of personal data, complied with Article 9(2) GDPR).

Given that this outcome already happened through the adoption of the EECC,
the consequences of the adoption of the ePrivacy Regulation could, from this
perspective, appear quite limited. However, the proposed ePrivacy Regulation
would present at least two advantages vis-a-vis the current situation on this
aspect, further described below.

A. Rules tailored to OTTs

Compared to the Directive, the new rules would be more adapted to their
application to OTTs. As an example, the Directive is almost entirely silent in
relation to content of (written) communications. This made sense at the time of
its adoption in 2002, when traditional telecommunication operators were used
mainly for oral communications (other than for the use of SMS messages). Hence,
the Directive was mainly focused on traffic data related to calls, not to messages.
Therefore, the application ofthe Directive toinstantmessaging, emailsand similar
written communication leaves many open questions in relation to content data.
Compared to the rules set by the Directive, the proposed ePrivacy Regulation,
including under the European Parliament and Council amended versions,
provides explicit rules on the processing of electronic communications content,
thus giving more clarity as to their application to content of communications.

B. More effective enforcement

The proposed ePrivacy Regulation would vastly improve the effectiveness of the
application of the Directive upon OTTs by virtue of its enforcement framework
and penalties (this applies also in relation to the Parliament and Council
versions). Indeed, it designates data protection authorities as competent
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authorities to enforce the ePrivacy rules, with the consistency and cooperation
mechanisms of the GDPR applying mutatis mutandis. As the Directive leaves it
up to Member States to designate the competent national authorities entrusted
with the enforcement of the Directive, the enforcement landscape across the
EU is fragmented. Infringements of the Directive cannot be investigated and
agreed under the GDPR consistency and cooperation mechanisms. Regarding
infringements, the proposed ePrivacy Regulation provides for the same level of
fines as the GDPR. This would significantly improve the current situation, where
the level of fines is left to Member States and is vastly lower than the fines under
the GDPR.

5.2. Cookie consent rules

The proposed ePrivacy Regulation largely retains the current Directive
requirement to obtain consent to set or read information such as cookies and
similar technologies (as it retains the two main well-established exceptions to
this requirement).

Vis-a-vis the current Directive, the proposed ePrivacy Regulation presents
some novelties and adaptations. First, it extends the list of exceptions to the
consent rule in various ways. For example, first party analytics cookies would
be allowed without consent, in line with prior guidance from the EDPS (*'). The
Council’s general approach (*) further expands the exceptions to cookies that
are necessary for security purposes and those necessary for software updates.
Second, the Commission proposal, Parliament’s proposed amendments and
Council's general approach all have (different) rules which, in different ways,
give users the ability to control the use of certain types of cookies by whitelisting
one or several providers/cookies. The goal pursued by this rule is to limit the
cookie consent fatigue, without disempowering users in relation to their ability
to control whether they want cookies. This goal is currently still fully relevant:
thereisstill a needto streamline the way individuals consentto cookies and other
technologies. Recently the Commission started developing other approaches,
such as the Cookie Pledge aiming to achieve the same goal (See Section 3.2).

However, some of the purposes of the proposed ePrivacy Regulation in relation
to cookies have been somehow addressed through other means, including by
jurisprudence or guidance. For example, in Recital 20aaaa, Council’'s mandate
for the negotiations with the European Parliament regarding the proposed
ePrivacy Regulation provides that cookie walls are permissible provided that
the user has a real choice (*3), i.e., can choose between different services on
the basis of clear, precise and user-friendly information about the purposes of
cookies or similartechniques. Since then, some data protection authorities have

(*1) Preliminary EDPS Opinion 5/2016 on the review of the ePrivacy Directive (2002/58/EC), issued on 22 July 2016, p. 17.
(*2) Council's mandate for negotiations with the European Parliament, document no. 6087/21, adopted on 10 February 2021.
(*) Ibid.



https://www.edps.europa.eu/data-protection/our-work/publications/opinions/eprivacy_en
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ruled or given guidance setting forth the conditions under which cookie walls
would be valid. For example, the French CNIL provided four points to consider
when assessing the legality of cookie walls (whether there is alternative access
to content, the price of that access, paid access without cookie placement and
potential embedded consent overrides) (**). Meanwhile, in the case involving
Meta Platforms Inc., Meta Platforms lIreland, and Facebook Deutschland
(Meta), the CJEU ruled that users must be free to refuse consent (in the case
of free online services), without being obliged to refrain entirely from using
the service. And the judgement adds that in such case, those users are to be
offered (by the provider), if necessary for an appropriate fee, an equivalent
alternative not accompanied by such data processing operations”. While this
applied to social media services, arguably the same rationale could possibly be
applied in relation to cookie walls.

6. Conclusion

The ePrivacy Directive remains key for the protection of confidentiality of
electronic communications. Its 2009 update was a response to the advent
of new privacy-intrusive technologies and played a crucial role in enhancing
individuals’ privacy and integrity of their devices. The subsequent legislative
developments - the GDPR in 2018 and the EECC in 2020 -further strengthened
these protections. With respect to the integrity of one's device, guidance of
the EDPB, the WP29 and individual competent national authorities, together
with CJEU judgments, have been crucial in filling the gaps. While the proposed
ePrivacy Regulation has not been adopted and new technology continue to
advance and market practices to evolve, such guidance and jurisprudence will
likely continue to serve this role.

The Directive remains a very powerful tool. At the same time, its full potential
cannot match that of the level of the GDPR, due to its low level of fines and
enforcement set up, lacking ‘teeth’ and a proper cooperation and consistency
mechanisms. Other areas for improvement include solving the cookie consent
fatigue and providing a clearer framework for the processing of content and
traffic data by OTTs, including in relation to online CSAM.

(*) CNIL, Cookie walls: Ia CNIL publie des premiers critéres d'évaluation, 16 May 2022.



https://www.cnil.fr/fr/cookie-walls-la-cnil-publie-des-premiers-criteres-devaluation
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The two decades during which the issue of data retention has been discussed
atEU level, shows the difficulty and sensitivity of the debate on how to achieve
a proper balance between privacy and security in the modern digital society.
The EU Court of Justice ('CJEU’) took a firm stance in the debate, causing
uproar in the EU Member States. Despite the fierce criticism from the law
enforcement side, the CJEU stood by its position, thereby acknowledging
the importance and great value of the Charter of Fundamental Rights.

From the moment the matter reached EU level, the EDPS made an important
contribution to the debates, which eventually led to the invalidation of the
infamous Data Retention Directive by the CJEU in 2016. But also after the
invalidation, the EDPS continued to provide critical input, in particular during
the hearings before the CJEU for which he was invited multiple times and in
which national measures of data retention were debated.

1. Introduction

When discussing the matter of ‘data retention’, one can be assured of lively
debates. Data retention classically refers to measures that require the retention
oftelecommunications data by telecom operators for possible access and use by
law enforcement and national security authorities. Such a preventive measure,
concerning all users, has always been a controversial issue. In a way, the issue
serves as a proxy for a more fundamental debate about how to achieve a proper
balance between privacy and security in the modern digital society.

(*) Herke Kranenborgisa memberofthe Legal Service of the European Commission and professor in European Privacy and Data
Protection Law at Maastricht University. This contribution is written on a personal title.
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It goes without saying that telecommunications data can offer crucial evidence
in the fight against crime or can be crucial for measures protecting national
security. On the other hand, such data, even if limited to so-called ‘metadata’
and not including the content of communications, may allow very precise
conclusions to be drawn concerning the private lives of the persons whose data
has been retained (). These opposing interests must be reconciled. How far
can governmental interference with the rights of individuals go, to the benefit
of maintaining law and order and of ensuring the security of the state?

From the moment the issue reached the level of the European Union, the EDPS
played an active role in this debate.

2. Data retention as matter of EU law

The discussion on data retention, as a preventive law enforcement measure,
was pushed to the level of the European Union in April 2005, when several
EU Member States, on the basis of the former third pillar of the Union, proposed
a Framework Decision intending to harmonise national data retention
measures (?). It required EU Member States to put in place generalised and
indiscriminate retention schemes as regards the metadata of subscribers
generated by the telecom providers. To be noted, the majority of EU Member
States did not have such rules in place.

After the terrorist attacks in London in July 2005, urgent action was requested
from the EU. In September 2005, the European Commission proposed a
parallel draft Directive on data retention, based on the former first pillar of
the EU, which meant that the instrument was subject to the ordinary legislative
procedure, including the European Parliament and the Council. Although both
proposals prescribed a generalised and indiscriminate retention of metadata,
the European Commission proposal was more limited compared to the draft
Framework Decision, in particular in terms of retention period (3).Within less
than six months, which is extremely fast for a legislative procedure involving
the two co-legislators, Directive 2006/24 (‘the Data Retention Directive’) was
adopted (*). The proposed Framework Decision never saw the light.

(") Seejudgmentofthe Court of Justice of 8 April 2014, Digital Rights Ireland and Seitlinger and others, Joined Cases C-293/12
and C-594/12, ECLI:EU:C:2014:238, paragraph 27. The notion of ‘metadata’ refers to data about the communication, it ex-
cludes the content of the communication. So, it refers to information about who, when, where (location data) and how (with
which device) communication was made.

(%) Council of the EU, Draft Framework Decision on the retention of data processed and stored in connection with the provision
of publicly available communications services or data on public communications networks for the purpose of prevention,
investigation, detection and prosecution of crime and criminal offences including terrorism, 7833/05, 14 April 2005.

(®) The proposed Data Retention Directive (COM(2005) 438 final, Article 7) introduced a maximum retention period of one year
(inthe final directive it was extended to two years). The draft Framework Decision (Article 4(2)) allowed for a retention period
of up to 4 years.

(*) Directive 2006/24/EC of the European Parliamentand of the Council of 15 March 2006 on the retention of data generated or
processed in connection with the provision of publicly available electronic communications services or of public communi-
cations networks and amending Directive 2002/58/EC, 0J L 105, 13.4.2006, p. 54.
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Immediately after its adoption, the Data Retention Directive was brought
before the EU Court of Justice ('CJEU’) for annulment (°). Although one would
perhaps expect this was done for reasons of incompatibility with the rights to
privacy and data protection, that was not the case. The action for annulment
was instigated by Ireland that had preferred the adoption of the Framework
Decision. Ireland, supported by the Slovak Republic, considered that the Data
Retention Directive had a wrongful legal basis in the basic treaties. Instead
of the first pillar legal basis (internal market), Ireland argued it should have
been based on the third pillar legal basis (police and judicial cooperation).
Early 2009, the CJEU dismissed the action for annulment, considering that
the Data Retention Directive did not contain any substantive rules on access
and use of the retained data by competent authorities, and only concerned
the harmonisation of the obligations put on telecom operators. Therefore, it
was correctly based on the first pillar legal basis for the establishment of the
internal market. As we will see, the absence of such rules was precisely why,
only five years later, the CJEU declared the Directive invalid after all. The game
changer for the CJEU in that respect most likely was the entry into force of the
Lisbon Treaty later in 2009, which abolished the pillar structure, included a new
self-standing legal basis for the adoption of data protection rules and put the
Charter of Fundamental Rights at the same level as the two founding treaties.

After having survived its first legal attack, the Data Retention Directive could
continue to have its effects within the EU. As a directive, it had to be transposed
into Member States’ law. However, not all Member States were able to do so
in time, or even at all. In some Member States, this was due to objections in
national parliaments as to the intrusive nature of the measure regarding the
fundamental rights of citizens (°). The lack of transposition led to several
infringement procedures instigated by the European Commission, with one
Member State, Sweden, finally being ordered by the CJEU to pay a fine of 3
million Euro (7). But, even after proper transposition, some Member States
ran into trouble because their constitutional courts declared the national law
invalid for being contrary to the fundamental rights contained in the national
constitution (8).

Against this background, the European Commission, in 2010, had to evaluate
the application of the Data Retention Directive, as required by the Data
Retention Directive itself (%).

See judgment of the Court of Justice of 10 February 2009, Ireland/Parliament and Council, C-301/06, ECLI:EU:C:2009:68.
See on this ruling also Docksey C., 'The European Court of Justice and the Decade of Surveillance’, in Hijmans, H., and Kra-
nenborg, H.R. (eds.), Data Protection Anno 2014: How to Restore Trust. Contributions in honour of Peter Hustinx, European
Data Protection Supervisor (2004-2014), Intersentia, Cambridge, 2014.

See e.g. judgment of the Court of Justice of 29 July 2010, Commission/Austria, C-189/09, ECLI:EU:C:2010:455, in which the
CJEU rejected the argument of the Austrian government that the lack of transposition could be justified by the fundamental
rights concerns in the national legislative process.

See judgment of the Court of Justice of 4 February 2010, Commission/Sweden, C-185/09, ECLI:EU:C:2010:59.

This was the case in Germany and Romania.

See Article 14 of the Data Retention Directive.
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3. The EDPS: one of the main critics of the
Data Retention Directive

During a conference organised by the European Commission in December
2010, as part of preparing the evaluation report, the EDPS (at the time: Peter
Hustinx) called the evaluation the ‘moment of truth’ for the Data Retention
Directive. The EDPS stated that he considered the Directive ‘the most privacy
invasive instrument ever adopted by the EU in terms of scale and the number of
people it affects’ (1°).

With this statement, which later resonated in the doctrinal and public debates
about the matter, the pressure mounted on the European Commission to use
the evaluation to also establish whether the necessity of the instrument of data
retention as provided for by the Directive had been proven in practice. The
inclusion of that assessment in the evaluation was not self-evident, since the Data
Retention Directive did not explicitly require such assessment, despite the fact
that the EDPS had insisted on including it in its opinion on the proposal for the
Directive in 2005 (). With his speech, the EDPS still achieved the desired result.

In its report, the European Commission stated that the evaluation had demon-
strated that data retention was ‘a valuable tool’ for criminal justice systems
and for law enforcement in the EU ('?). However, the European Commission
also concluded that there was still a lack of harmonisation and announced
amendments to the Directive. These amendments were to follow an impact
assessment, which, according to the European Commission, would provide an
opportunity to assess data retention in the EU against the tests of necessity and
proportionality.

Despite the attempt of the Commission to reassure the critics of the Data
Retention Directive and to move the debate on necessity and proportionality
to the future, the EDPS was firm in his opinion on the evaluation report (®). The
EDPS concluded that the necessity of data retention as provided for in the Data
Retention Directive had not been sufficiently demonstrated (). He called upon
the European Commission to consider the repeal of the Directive (). With these
statements, the EDPS followed-up on his opinion from 2005 on the proposal for
the Directive, in which he had already expressed doubts as to the necessity and

(") EDPS Speech on the "moment of truth” for the Data Retention Directive: EDPS demands clear evidence of necessity, 3 De-
cember2010.

(') See EDPS Opinion on the proposal for a Directive of the European Parliament and of the Council on the retention of data
processed in connection with the provision of public electronic communication services, issued on 26 September 2005,
paragraphs 72-77.

(") See Report from the Commission of 18 April 2011 to the Council and the European Union on the evaluation of the Data
Retention Directive (Directive 2006/24/EC), COM(2011) 225 final, p. 1.

(") See EDPS Opinion on the Evaluation Report from the Commission to the Council and the European Parliament on the Data
Retention Directive (Directive 2006/24/EC), issued on 31 May 2011.

(") Ibid, paragraph 85.

(") Ibid, paragraph 86.



https://www.edps.europa.eu/press-publications/press-news/press-releases/2010/moment-truth-data-retention-directive-edps-demands_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/data-retention_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/data-retention_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/evaluation-report-commission-council-and-european_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/evaluation-report-commission-council-and-european_en
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proportionality of the data retention measure and had stated that it had to be
demonstrated ‘in its full extent’ (). The European Commission did not answer
the call for repeal of the EDPS, which meant the Directive remained in place.

4. The CJEU invalidates the Data Retention
Directive after all

Meanwhile, in a case instigated before an Irish court by the NGO Digital Rights
Ireland, as well as in a case brought by 11 130 applicants before an Austrian
court, questions were raised about the validity of the Data Retention Directive.
Since only the CJEU can decide on the validity of Union acts, the questions were
referred to the CJEU, who joined the two cases. It led to the seminal Digital
Rights Ireland ruling in 2014 in which the CJEU declared the Data Retention
Directive invalid (V). According to the CJEU, the Directive exceeded the limits
imposed by the principle of proportionality in the light of Articles 7, 8 and 52(1)
of the Charter ('8). Although not mentioned in the ruling, the EDPS attended the
hearing in the case, upon the invitation of the CJEU. In its statements ('), the
EDPS had repeated that the Data Retention Directive did not comply with the
requirements stemming from the Charter.

The CJEU considered the interference with the rights laid down in Articles 7 and
8 of the Charter ‘particularly serious’ (*°). Although the essence of both rights
(see the requirements of Article 52(1) of the Charter) was not affected by the
measure, and the fightagainstserious crime, according to the CJEU, constituted
an objective of general interest, the measure did not meet the requirement
of proportionality. Ironically, the CJEU, like the European Commission in its
evaluation report of 2011, refers to data retention as ‘a valuable tool’ for law
enforcement (?'). However, that remark is made in the context of assessing
the suitability of the measure, before the CJEU in fact turned to assessing the
(strict) necessity of the measure.

(") See EDPS Opinion on the proposal for a Directive of the European Parliament and of the Council on the retention of data
processed in connection with the provision of public electronic communication services, issued on 26 September 2005,
paragraph 75.

("7) Digital Rights Ireland and Seitlinger and others, see footnote 1.

("®) Digital Rights Ireland and Seitlinger and others, see footnote 1, paragraph 69.

(") EDPS pleading at the hearing of the Court in Joined Cases C-239/12 and C-594/12 (Digital Rights and Others), 9 July 2013.

)
)

(%) Digital Rights Ireland and Seitlinger and others, see footnote 1, paragraph 37.
(*") Digital Rights Ireland and Seitlinger and others, see footnote 1, paragraph 43.


https://www.edps.europa.eu/data-protection/our-work/publications/opinions/data-retention_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/data-retention_en
https://www.edps.europa.eu/sites/default/files/publication/13-07-09_pleading_notes_joint_cases_c-23912_and_c-59412_en.pdf
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As regards the necessity, the CJEU took issue with the generalised and
indiscriminate nature of the measure, and the lack of a link between the data
retained and the objective pursued (??). Moreover, the CJEU denounced the
general absence of limits and conditions for the access of the competent
national authorities to the retained data?®. Indeed, what saved the Data
Retention Directive from being annulled right after its adoption (see above) still
led to its invalidation in 2016. As to the procedural conditions for access, the
CJEU underlined, in particular, the requirement of prior review carried out by a
court or by an independent administrative authority (?*).

The ruling meant the end of the Data Retention Directive, but not the end of
the story. On the contrary. Member States were obviously no longer obliged to
have a data retention measure in place, and the fine for Sweden was refunded.
However, there were still several Member States that kept their transposition
laws on data retention in place.

At this point, it is important to know that the Data Retention Directive in fact
harmonised the possibility for Member States, provided by Article 15(1) of the
e-Privacy Directive (%), to adopt legislative measures to restrict the scope of
certain of the provisions of the e-Privacy Directive. Before the Data Retention
Directive was adopted, this provision constituted the basis for data retention
measures that were in place in several EU Member States. With the invalidation
of the Data Retention Directive, the possibility of having national data retention
measures in place on the basis of Article 15(1) of the e-Privacy Directive revived.
However, these national measures still had to meet the requirements laid down
in Article 15(1), which resemble those laid down in Article 52(1) of the Charter.
Since the CJEU had based itself on Articles 7, 8 and 52(1) of the Charter when
invalidating the Data Retention Directive in Digital Rights Ireland, the question
quickly rose as to whether the consideration of the CJEU, in particular on the
conditions for access by competent authorities to the retained data, were also
applicable to the national measures on data retention still in place.

(%2) Digital Rights Ireland and Seitlinger and others, see footnote 171, paragraphs 57 to 59, although the phrase ‘generalised and
indiscriminate’ is used only in later rulings.

(%) Digital Rights Ireland and Seitlinger and others, see footnote 1, paragraphs 60 to 62.

(*) Digital Rights Ireland and Seitlinger and others, see footnote 1, paragraph 62.

(%) Directive 2002/58/EC of the European Parliament and of the Council of 12 July 2002 concerning the processing of personal
data and the protection of privacy in the electronic communications sector (Directive on privacy and electronic communica-
tions), 0J L 201, 31.7.2002, p. 37, as amended by Directive 2009/136/EC of the European Parliament and of the Council of
25November 2009 amending Directive 2002/22/EC on universal service and users' rights relating to electronic communica-
tions networks and services, Directive 2002/58/EC concerning the processing of personal data and the protection of privacy
in the electronic communications sector and Regulation (EC) No 2006/2004 on cooperation between national authorities
responsible for the enforcement of consumer protection laws, 0J L 337, 18.12.2009, p. 11.
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5. The CJEU sets out conditions for
national data retention measures (l)

Inits ruling in Tele2 Sverige, the CJEU answered the above question positively:
also Member State legislation on data retention must meet the substantive
and procedural requirements as set out in the Digital Rights Ireland ruling. This
followed from Article 15(1) of the e-Privacy Directive read in the light of the
Charter. The CJEU actually spelled out these requirements in greater detail (%).
However, the ruling was more controversial, at least from the Member States’
law enforcement perspective, on three other points.

First, the CJEU clarified the relation between the exclusion of law enforcement
activities from the scope of the e-Privacy Directive in Article 1(3) and the
possibility to restrict certain rights and obligations of the Directive for the same
purpose of law enforcement under Article 15(1). EU Member States had argued
that data retention measures, even put on telecom providers, since it was for
the purpose of law enforcement, did not fall within the scope of the e-Privacy
Directive. The CJEU decided differently, since such an approach would make
Article 15(1) redundant. Therefore, once a national measure requires the
processing of personal data by providers, itfalls within the scope of the e-Privacy
Directive and must, when it restricts rights and obligations in the Directive, fulfil
the conditions of Article 15(1). In its later ruling in La Quadrature du Net, the
CJEU applied the same logic to activities for national security purposes: only
measures, which are directly implemented by national security authorities, so
without imposing processing obligations on providers, fall outside the scope
of the Directive (¥).

Second, the CJEU considered that, given the particularly serious interference
in the fundamental rights of subscribers when metadata is retained which
allows for a profile to be established of the individual concerned, can only be
justified by the objective of fighting ‘serious crime’ (). The notion of ‘serious
crime’ occurred in the Data Retention Directive, but cannot be found in Article
15(1) of the e-Privacy Directive. Therefore, in the context of data retention, this
notion has its basis purely in the case law of the CJEU.

Third, and this is perhaps the most debated element of the ruling: the CJEU
closed the debate on whether retention of the personal data and access to
the retained data should be assessed on compliance with the requirements of
Article 15(1) of the e-Privacy Directive, separately or jointly. In other words: in
order to assess the lawfulness of a retention obligation, should one also take

(%) Judgment of the Court of Justice of 21 December 2016, Tele2 Sverige and others, Joined Cases C-203/15 and C-698/15,
ECLI:EU:C:2016:970, paragraph 115 and further.

(*7) Judgment of the Court of Justice of 6 October 2020, La Quadrature du Net and others, Joined Cases C-511, 512 & 520/18,
ECLI:EU:C:2020:791, paragraph 103. See also judgment of the Court of Justice of 6 October 2020, Privacy International,
C-623/17, ECLI:EU:C:2020:790.

(%) Tele2 Sverige, see footnote 26, paragraphs 100 to 102.
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into account how access is organised (a 'holistic’ approach), or should one first
assess whether retention in itself is lawful, before turning to the rules on access
(a'staged’ approach). In the Digital Rights Ireland ruling it was not entirely clear
whether, according to the CJEU, generalised and indiscriminate retention
was, as such, excluded under Union law, or whether it could still be justified,
provided there were strict rules on access in place. The latter would only work,
if one would follow the holistic approach.

The main argument for defending a holistic approach was that it is only at the
momentof accessthatthe seriousness of the interference materialises. Retained
data can allow establishing a profile, which would be a serious interference with
the rights of individuals, but if the rules on access in fact prohibit authorities
from doing so, such interference will (or at least: should) not materialise. One
would perhaps think the holistic approach was only put forward by the Member
States, who mostly took a law enforcement perspective. However, in the Tele2
Sverige case, the European Commission argued in favour of such an approach,
which was followed by the Advocate-General (¥). And perhaps more surprising,
in later cases, also the EDPS took this approach (see below). Be that as it may,
the CJEU clearly choose for a staged approach, since, as clarified more clearly
by the CJEU in later case law: ‘the mere retention of such data ... entails a risk of
abuse and unlawful access’ (*9).

The CJEU took the staged approach and concluded that generalised and
indiscriminate retention as such was not acceptable under Union law. In an
attempt to be constructive, the CJEU continued with explaining what could be
acceptable, namely so-called ‘targeted’ retention, which implies that there is a
connection between the data to be retained and the objective pursued (*'). As
regard the public and the situations that may potentially be affected, according
to the CJEU, the national measure must be based on ‘objective evidence
which makes it possible to identify a public whose data is likely to reveal a link,
at least an indirect one, with serious criminal offence, and to contribute in one
way or another to fighting serious crime or to preventing a serious risk to public
security’ (%2).

Many EU Member States were displeased with the ruling in Tele2 Sverige.
One ofthe main points of criticism was that the alternative measure of ‘targeted’
retention as a preventive measure did not work in practice, and that the
limitation to the fight against serious crime was too strict. New preliminary
rulings reached the CJEU, in some cases openly asking the CJEU to reconsider
its case law, leading to heated debates in the Court room.

(*) Tele2 Sverige, see footnote 26, paragraph 66 and Opinion of Advocate General Saugmandsgaard @e of 19 July 2016, Tele2
Sverige, ECLI:EU:C:572, point 192 and further.

(%) La Quadrature du Net and others, see footnote 27, paragraph 119.

(*") Tele2 Sverige, see footnote 26, paragraphs 108 to110.

(*?) Tele2 Sverige, see footnote 26, paragraph 111.
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6. The CJEU sets out conditions for national
data retention measures (Il)

A French and two Belgian preliminary references were joined in the case known
as La Quadrature du Net (33). No less than fifteen Member States, as well as
Norway, submitted their views. Main points of discussion were whether the
assessment of the generalised and indiscriminate retention in Tele2 Sverige
would be different if the objective pursued would constitute safeguarding
national security, and whether such retention should still not be allowed for
certain purposes of law enforcement. As for the latter, during at times a grim
hearing, the Member States tried to convince the CJEU about the necessity of
having such a retention measure in place by providing examples of successful
prosecutions of serious crimes in which the retained information constituted
the crucial evidence.

In a very rich ruling, the CJEU, after considering that the e-Privacy Directive
also applies to measures requiring processing by telecom providers for
national security purposes (see above), recalled the basic requirement that 'the
retention of personal data must always meet objective criteria which establish
a connection between the data to be retained and the objective pursued’ (3%).
The CJEU subsequently considered that a generalised and indiscriminate
retention measure could be allowed for the purpose of safeguarding national
security, due to the importance of the objective. However, such a retention
measure may be ordered only for a limited period of time, as long as there are
sufficiently solid grounds for considering that the Member State concerned is
confronted with a serious threat, which is shown to be ‘genuine and present
or foreseeable’ (**). The existence of such a threat, according to the CJEU,
is in itself capable of establishing the connection between the data and the
objective pursued ().

Although this could be seen as a victory for the Member States that wanted
to have the measure of generalised and indiscriminate data retention at their
disposal, itis limited to the objective of safeguarding national security. Despite
the almost unifocal position of the fifteen Member States, and the examples
put forward, the CJEU did not change its position taken in Tele2 Sverige as
regards retention measures for law enforcement purposes. The CJEU repeated
that generalised and discriminate retention of metadata is not acceptable
for the purposes of law enforcement and that only targeted retention for the
purpose of fighting serious crime could pass the test (*). Remarkably, the

(**) La Quadrature du Net and others, see footnote 27.

(*) La Quadrature du Net and others, see footnote 27, paragraph 133.

(*) La Quadrature du Net and others, see footnote 27, paragraph 137.

(%) The CJEU formulated some further conditions, La Quadrature du Net and others, see footnote 27, paragraphs 138 to 139.
(¥') La Quadrature du Netand others, see footnote 27, paragraphs 141 and 146.
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EDPS, who was again invited to the hearing, urged the CJEU to adopt a holistic’
approach instead of the ‘staged’ approach, as explained above (*%). However, it
did not convince the CJEU.

Although the CJEU did not revise Tele2 Sverige, the La Quadrature du Net
ruling contained some more explanation on how the CJEU considers targeted
retention could be achieved (*%). Moreover, the CJEU addressed several
more specific or alternative retention measures. The CJEU considered that
generalised and indiscriminate retention of IP addresses relating to the source
of communication for fighting serious crime could be allowed, subject to strict
conditions and safeguards. The CJEU considered itjustified because for crimes
committed online, the IP address is often the only means of investigation (*°).
The generalised and indiscriminate retention of the civil identity of users
could also be allowed. Due to the limited nature of the interference, such data
could, according to the CJEU, also be retained for fighting crimes that are
not qualified as serious (*'). The CJEU furthermore looked at the measure of
‘expedited retention’, which is the possibility of a competent authority to order
providers to undertake the expedited retention of traffic and location data at
their disposal for a specified period of time. Such a measure can be allowed for
the fight against serious crime, according to the CJEU, and does not need to
be limited to the data of persons specifically suspected of having committed
a criminal offence. It may also be extended to data relating to persons other
than those who are suspected, provided that that data can shed light on such
an offence (*2).

The measure of expedited retention, also known as ‘quick freeze' or 'quick
freeze plus’, has always played a role in the debates around generalised and
indiscriminate data retention. It was brought forward by opponents of gener-
alised and indiscriminate retention as an alternative, less intrusive measure.
However, the law enforcement sector did not consider it a proper alternative,
as it does not guarantee the availability of data pre-emptively. In its opinion on
the European Commission’s evaluation report on the Data Retention Directive,
the EDPS expressed its disappointment about the commitment of the Commis-
sion to examine whether quick freeze could complement data retention instead
of replacing it (+3).

(%) EDPS Pleading at the joint hearing of the Court in Case C-623/17 (Privacy International) with Joined Cases C-511/18 and
C-512/18 (La Quadrature du Net and Others) and Case C-520/18 (Ordre des barreauxfrancophones et germanophone and
Others), 9-10 September 2019.

(¥) La Quadrature du Net and others, see footnote 27, paragraphs 148 to 150.
(*) La Quadrature du Net and others, see footnote 27, paragraph 154.

(*') La Quadrature du Net and others, see footnote 27, paragraph 157.
(")
*)

*2) La Quadrature du Net and others, see footnote 27, paragraph 165.
43) EDPS Opinion on the Evaluation Report from the Commission to the Council and the European Parliament on the Data
Retention Directive (Directive 2006/24/EC), issued on 31 May 2011, paragraph 57.



https://www.edps.europa.eu/data-protection/our-work/publications/court-cases/edps-pleading-hearing-court-justice-cases-c-62317_en
https://www.edps.europa.eu/data-protection/our-work/publications/court-cases/edps-pleading-hearing-court-justice-cases-c-62317_en
https://www.edps.europa.eu/data-protection/our-work/publications/court-cases/edps-pleading-hearing-court-justice-cases-c-62317_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/evaluation-report-commission-council-and-european_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/evaluation-report-commission-council-and-european_en
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7. The CJEU sets out conditions for
national data retention measures (I11)

In La Quadrature du Net, the CJEU built on its ruling in Tele2 Sverige and
explained in quite great detail what the Member States could still do in terms
of data retention. However, in the absence of a dramatic change of position of
the CJEU, many Member States were still not satisfied. The dissatisfaction led
to yet another round before the CJEU, with many of the same actors (including
the EDPS) saying many of the same things.

This time, an Irish reference and two German preliminary references reached
the Court (**). The Irish case (G.D.) was a rather hopeless attempt to try to
convince the CJEU again to revise its position. The German cases (SpaceNet)
offered a bit more prospect for the Member States. At issue in the latter cases
was a German measure of generalised and indiscriminate retention, but for
a very limited period of time (4 and 10 weeks) and limited to the purpose of
fighting particularly serious crimes. The question was whether those two
elements, which lead to a more restrictive retention measure than the one at
issue in the previous cases, could perhaps convince the CJEU to allow this form
of retention, even though it was not ‘targeted’. It did not.

One would think that the matter would be settled after the rulings of the
CJEU in Digital Rights Ireland, Tele2 Sverige, La Quadrature du Net, G.D. and
SpaceNet (all decided in Grand Chamber). The opposite is true. Although the
fundamental debate about whether or not generalised retention of telecom
data for law enforcement purposes is allowed, might have been settled (for the
time being, see below), there appeared to be still enough left to discuss about.
This concerned specific elements of the previous rulings, or the implications of
these rulings for retention measures in other contexts, for example with regard
to banking data(*®).

And, as a matter of fact, there is still one major ruling in the making in which
one element of the La Quadrature du Net ruling is contested (*). The case
concerns the French Hadopi law, which put in place measures to counter
intellectual property right infringements. One of the questions at issue is
whether it should be possible to use the IP address relating to the source of
communications for crimes which are committed online and for which the IP
address is the only means to start an investigation, but which do not qualify
as 'serious’, as the CJEU required in La Quadrature du Net. After AG Szpunar

(*) Judgment of the Court of Justice of 5 April 2022, Commissioner of An Garda Siochana, C-140/20, ECLI:EU:C:2022:258 and
judgmentofthe CourtofJustice of 20 September2022, SpaceNet, Joined Cases C-793/19and C-794/19, ECLI:EU:C:2022:702.

(**) See, amongst others, judgment of the Court of Justice of 2 March 2021, Prokuratuur, C-746/18, ECLI:EU:C:2021:152, judg-
ment of 22 September 2022, VD, Joined Cases C-339/20 and C-397/20, ECLI:EU:C:2022:703, judgment of 16 February
2023, HYA, C-349/21, ECLI:EU:C:2023:102, and judgment of the Court of Justice of 7 September 2023, A.G., C-162/22,
ECLI:EU:C:2023:631.

(*) See pending Case La Quadrature du Net (1l), C-470/21.
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suggested a ‘readjustment’ of the La Quadrature du Net ruling to that effect,
the oral procedure was reopened, and the case was transferred from the
Grand Chamber to the full Court (*). In his second opinion in the case, the AG
underlined that, if his approach would be followed, it would not be a matter of
‘reconsidering’ the CJEU's case law, but of accepting a ‘'more nuanced solution’
in very limited circumstances (*8).

8. A look at the future

In January 2017, the European Commission adopted a proposal for an e-Privacy
Regulation, replacing the current e-Privacy Directive, which has to be aligned
with the GDPR (¥). At the moment of writing, the co-legislators were still
discussing the proposal, without much prospect of an agreement in the near
future. The issue of data retention, albeit certainly not the only one, is a matter,
which causes difficulties in the legislative process.

The European Commission proposal takes a neutral approach on the issue of
data retention in the sense that it does not bring about any substantive changes
to the current setup in the e-Privacy Directive (*°). In his opinion on the proposal,
the EDPS did not have many comments on the subject matter. He underlined that
EU Member States have to respect the case law of the CJEU on data retention (*').

However, the proposal offered several EU Member States the possibility
to provide a legislative reaction to the case law of the CJEU. In the General
Approach of the Council, which was adopted only in February 2021, all
activities for the purpose of safeguarding national security were excluded from
the scope of the new Regulation (°2). In addition, the objective of safeguarding
national security was removed from the provision that allows for the restriction
of certain rights and obligations (the equivalent to Article 15(1) e-Privacy
Directive). In particular, the latter change would take away an important element
inthe CJEU’s reasoning in La Quadrature de Net when it considered that Article
15(1) would be redundant if national measures that regulate the activities of
private entities for national security purposes would fall outside the scope of
the e-Privacy Directive (see above). With these proposed changes, any activity
for the purpose of safeguarding national security would fall outside the scope
of the new e-Privacy Regulation.

(*7) See Opinion of Advocate General Szpunar of 27 October 2022, La Quadrature du Net (If), C-470/21, ECLI:EU:C:2022:838,
point 82. See also EDPS Pleading at the hearing of the Court in case C-470/21 (La Quadrature du Net e.a.), 14 May 2023.

(*8) See Opinion of Advocate General Szpunar of 28 September 2023, La Quadrature du Net (11), C-470/21, ECLI:EU:C:2023:711,
point 88.

(*) COM(2017) 10 final.

(*%) Inessence, the new Article 11 takes the same approach as Article 15(1) of the e-Privacy Directive.

(*) See EDPS Opinion 6/2017 on the Proposal for a Requlation on Privacy and Electronic Communications (ePrivacy Requlation),
issued on 24 April 2017, p. 21-22.

(*?) See the Council Mandate of 10 February 2021 for negotiations with the European Parliament.



https://www.edps.europa.eu/data-protection/our-work/publications/court-cases/2023-05-14-edps-pleading-hearing-c-47021-la-quadrature-du-net-ea_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/eprivacy-regulation_en
https://data.consilium.europa.eu/doc/document/ST-6087-2021-INIT/en/pdf
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In doing so, Member States hope that the CJEU would no longer be able to
expressitself on national security measures. However, itis unlikely the European
Parliament will accept this approach (°3). In any event, itis questionable whether
the Member States would actually achieve their purpose with these changes.
If the measure falls outside the scope of the e-Privacy Regulation, it still falls
under the GDPR, which does not exclude the objective of national security
from the restriction clause (see Article 23 GDPR) (**). Article 23 GDPR must
necessarily also be interpreted in the light of the Charter, which will lead to
similar considerations. In fact, in La Quadrature du Net, the CJEU already
applied its considerations under the e-Privacy Directive mutatis mutandis to its
assessment under the GDPR (*°).

Another attempt by the EU Member States to change the legislative framework
on which the CJEU based its data retention rulings, is to include a positive
ground for processing of metadata in the e-Privacy Regulation, instead of
allowing a retention measure only as a restriction of rights and obligations (%).
The change intends to react to the CJEU’s consideration that with a measure
of generalised and indiscriminate retention, the exception becomes the
rule (*). Again, it is questionable whether the EU Member States will achieve
what they intend; also a positive ground for processing must comply with the
requirements of Article 52(1) of the Charter. See in that respect the CJEU's case
law on national laws that form the basis of processing within the meaning of
Article 6(1)(c) and (e), and Article 6(3) of the GDPR. Article 6(3), which requires
such a law to be proportionate to the legitimate aim pursued, is ‘an expression
of the requirements arising from Article 52(1) of the Charter’, according to the
CJEU (°8).

(*%) The European Parliament does not propose any substantive amendments on this point as regards the Commission proposal,
see Report on the proposal for a requlation of the European Parliament and of the Council concerning the respect for private
life and the protection of personal data in electronic communications and repealing Directive 2002/58/EC (Regulation on
Privacy and Electronic Communications), 20 October 2017.

(**) See to that effect also the EDPB Statement 03/2021 on the ePrivacy Regulation, adopted on 9 March 2021, p. 1-2.

(*) La Quadrature du Net and others, see footnote 27, paragraphs 208 to 211.

(%) See Article 7(4) of the Council Mandate, op. cit. (footnote 52).

(*7) Tele2 Sverige, see footnote 26, paragraph 89.

(*®) See judgement of the Court of Justice of 1 August 2022, O.T,, C-184/20, ECLI:EU:C:2022:601, paragraph 69.



https://www.europarl.europa.eu/doceo/document/A-8-2017-0324_EN.html?redirect
https://www.europarl.europa.eu/doceo/document/A-8-2017-0324_EN.html?redirect
https://www.europarl.europa.eu/doceo/document/A-8-2017-0324_EN.html?redirect
https://edpb.europa.eu/system/files/2021-03/edpb_statement_032021_eprivacy_regulation_en_0.pdf
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9. Conclusion

The two decades during which the issue of data retention has been discussed
shows the difficulty and sensitivity of the debate on how to achieve a proper
balance between privacy and security in the modern digital society. The
CJEU took a firm stance in the debate, causing uproar in the Member States.
Despite the fierce criticism from the law enforcement side, the CJEU stood
by its position, thereby acknowledging the importance and great value of the
Charter of Fundamental Rights.

The EDPS, who had just been established in 2005, has from the outset been
one of the strongest critics of the Data Retention Directive. The EDPS made an
important contribution to the debates which eventually led to the invalidation of
the Directive in Digital Rights Ireland. Also after the ruling, the EDPS continued
to express a critical view on the matter, in particular during the hearings for the
Court of Justice for which he was invited multiple times and in which national
measures of data retention were debated.

Although surely critical, when looking at his interventions, one can also see
how the EDPS tried to convince the CJEU to depart from its rather dogmatic
approach when disqualifying generalised and indiscriminate retention as
such and move towards a more holistic approach. So far, it has not convinced
the CJEU. However, since the story is never ending, the digital society is
continuously changing, and the matter is known for its unexpected bends and
turns, one may never know. In any event, it is clear that the EDPS will continue to
follow the matter closely and make its always valuable contribution.






International data
transfers and the EDPS:
current accomplishments
and future challenges

Dr. Christopher Kuner



International data transfers
and the EDPS: current
accomplishments and future
challenges

Dr. Christopher Kuner (*)

Regulation of international data transfers is one of the main vehicles through
which EU data protection law interacts with and influences data processing
outside EU borders. Since beginning its work 20 years ago, the EDPS has
made a significant contribution to the development, application, and
interpretation of data transfer regulation. It will continue to play an important
role as the EU faces growing challenges to protect data transfers in coming
years.

1. Introduction

Regulating transfers of personal data outside EU bordersis one of the main ways
that European Union (‘EU’) data protection law interacts with and influences
data processing in the wider world. For example, third countries emulate EU
data transfer regulation in their own laws; data controllers, EU bodies, and data
protection authorities ('DPAs’) evaluate the protection provided by foreign law
when data are transferred; and companies in third countries implement EU
standards in processing data transferred to them ().

Affiliated Professor of Data Protection Law, University of Copenhagen; Associate, Centre for European Legal Studies, Univer-
sity of Cambridge; Visiting Fellow, European Centre on Privacy and Cybersecurity, Maastricht University; Co-editor, The EU
General Data Protection Regulation: A Commentary (Oxford University Press); Member, European Commission Multistake-
holder Expert Group on the GDPR; Senior Privacy Counsel, Wilson Sonsini Goodrich &Rosati, Brussels. The author is grateful
to Joanna Juzak for her excellent research assistance.
(") Regarding the global influence of EU data protection law, see Bradford, A., The Brussels Effect, ed. Oxford University Press, New
York, 2020, p. 131-156 (Kindle edition); Kuner, C., 'The Internetand the Global Reach of EU Law', EU Law Beyond EU Borders: The
Extraterritorial Reach of EU Law, ed. by Cremona, M., and Scott, J. Oxford University Press, Oxford, 2019, p. 112-145.
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The European Data Protection Supervisor ('EDPS’) has made an important con-
tribution to developing, applying, and interpreting EU data transfer regulation.
As an independent data protection authority (‘'DPA’) and a member of the Eu-
ropean Data Protection Board ('EDPB’), it enforces data protection law with
respect to the EU institutions, intervenes in cases before the Court of Justice
of the EU ('CJEU’), produces guidance, and furthers international cooperation.
Much of this work has involved international data transfers.

As risks for data transfers increase, EU data transfer regulation faces growing
challenges to ensure its continued relevance. This will require the EU to address
important strategic issues and pressing legal questions, in which the EDPS can
play an important role.

2. Compliance, enforcement,
and investigation

The tasks of the EDPS are enumerated in Regulation (EU) 2018/1725 (the
‘EUDPR’) that established it (?). The EDPS is responsible for monitoring and
enforcing application of the EUDPR by EU institutions, bodies, offices, and
agencies (%), including compliance with the rules on international transfers of
personal data (*).

The EUDPR also grants the EDPS specific powers with regard to data transfers
by the EU institutions, such as adopting its own standard data protection
clauses (°); authorising the use of appropriate safeguards, such as legally
binding instruments between public authorities and standard data protection
clauses adopted by the European Commission (the ‘Commission’) or the
EDPS (%); receiving information from EU institutions and bodies about data
transfers based on appropriate safeguards or derogations (’); and cooperating
with the Commission and the EDPB to further international cooperation in the
protection of personal data (8). In order to carry out these tasks, the EDPS may
order the suspension of data transfers from an EU institution to a recipient in a
third country or to an international organisation (7).

(%) Regulation (EU) 2018/1725 of the European Parliament and of the Council of 23 October 2018 on the protection of natural
persons with regard to the processing of personal data by the Union institutions, bodies, offices and agencies and on the free
movement of such data, and repealing Regulation (EC) No 45/2001 and Decision No 1247/2002/EC, 0J L 295, 21.11.2018, p.
39 (referred to as the 'EUDPR’).

(®) Article 57(1)(a) EUDPR.

(*) ChapterVEUDPR.

(°) Article 48(2)(c) and Article 58(3)(d) EUDPR.

(®) Article 48(3)and Article 58(3)(e-f) EUDPR.

(7) Article 48(5)and Article 50(6) EUDPR.

(%) Article 51 EUDPR.

(°) Article 58(2)(j) EUDPR.
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The EDPS also plays a leading role in work on data transfers done by the EDPB
under the EU General Data Protection Regulation (the 'GDPR’) ('°). This includes
issuing guidelines, recommendations, and best practices ('), and opining on
proposed Commission adequacy decisions ('2), among other things.

The EDPS has issued many decisions concerning data transfers ('*), which have
often involved situations and technologies that are relevant outside the context
of the EU institutions. For example, in 2020 it investigated the institutions’
use of Microsoft products and services, and found a number of areas of non-
compliance, including a lack of control over the location of data processing
and what data were transferred out of the European Economic Area ('EEA’) ('4).
In addition, in 2022 the EDPS reprimanded the European Parliament (the
Parliament) for the use of Google Analytics that resulted in improper transfers
of personal data to the US ().

3. Interventions before the CJEU

3.1. Introduction

Intervention in cases before the CJEU is an important way by which the EDPS
becomes involved in issues concerning international data transfers. Thus far
there have been four cases in which the CJEU interpreted the EU rules on
international transfers (). The first such case was Lindqvist (7), decided in 2003
under the EU Data Protection Directive 95/46/EC (the 'Directive 95/46/EC’,
which was the predecessor of the GDPR) ('8), in which the CJEU found that
placing material on a server located in the EU that was accessible worldwide
via the internet did not constitute an international data transfer. As the EDPS

(") Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural per-
sons with regard to the processing of personal data and on the free movement of such data, and repealing Directive 95/46/
EC(General Data Protection Regulation), 0J L 119, 4.5.2016, p. 1 (referred to as the ‘GDPR’), Article 68(3).

(") See, e.g., Article 70(1)(i) and Article 70(1)(j) GDPR.

(™2) Article 70(1)(s) GDPR.

() EDPS, Authorisation Decisions for Transfer.

(") EDPS, Public Paper on the Outcome of own-initiative investigations into EU institutions' use of Microsoft products and ser-
vices, issued on 2 July 2020.

(") EDPS, Decision of the European Data Protection Supervisor in complaint case 2020-1013 submitted by Members of the
Parliament against the European Parliament, issued on 5 January 2022.

(%) Otherjudgments of the CJEU have involved situations where personal data were being transferred internationally, but they
did not resultin the Court interpreting EU rules on data transfers, and are not discussed here.

(") Judgment of the Court of Justice of 6 November 2003, Lindqvist, C-101/01, ECLI:EU:C:2003:596.

(%) Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the protection of individuals with
regard to the processing of personal data and on the free movement of such data, 0J L 281, 23.11.1995, p. 31 (no longer in
force) (referred to as the Directive 95/46/EC).



https://edps.europa.eu/data-protection/our-work/our-work-by-type/authorisation-decisions-transfers_en?page=0
https://www.edps.europa.eu/data-protection/our-work/publications/investigations/outcome-own-initiative-investigation-eu_en
https://www.edps.europa.eu/data-protection/our-work/publications/investigations/outcome-own-initiative-investigation-eu_en
https://noyb.eu/sites/default/files/2022-01/Case 2020-1013 - EDPS Decision_bk.pdf
https://noyb.eu/sites/default/files/2022-01/Case 2020-1013 - EDPS Decision_bk.pdf
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only began operations in 2004 ("), it was not involved in that case. Also, in
2020 the Grand Chamber of the CJEU issued its judgment in Facebook Ireland
and Schrems, in which it invalidated the Commission’s Privacy Shield adequacy
decision covering data transfers to the US because of deficiencies in the
decision in light of characteristics of the US legal system (?°); however, the EDPS
did not intervene in that case.

Under Article 58(4) of the EUDPR, the EDPS has a right to intervene in ‘actions
brought before the CJEU' concerning the processing of personal data. As the
CJEU has decided, the right of the EDPS to intervene extends to all matters
concerning the processing of personal data, not just to those where personal
data has been processed by EU institutions or bodies (?'). Based on this right,
the EDPS requests leave to intervene, and the CJEU assesses the admissibility
and the merits of the application and then issues an order in the relevant case
to grant or decline it. Under Article 24 of its Statute (?2), the CJEU can also
invite the EDPS to intervene before it, particularly in proceedings where the
EDPS cannot intervene on its own (i.e., when the proceedings are not ‘actions’
brought before the CJEU). Thus, the EDPS has intervened in cases involving
data transfers that go beyond data processing in the EU institutions.

In addition, other EU legislation may also allow for intervention before the CJEU
by the EDPS (?3), which has occurred on numerous occasions (?*), though not
involving data transfers. The EDPS may also refer a case to the CJEU, but has
not yet done so (*°). Decisions of the EDPS may be challenged before the
CJEU (%), but thus far such challenges have not produced any cases dealing
with data transfers.

The two data transfer cases in which the EDPS intervened before the CJEU will
now be discussed.

(") See EDPS, Our role as a supervisor.

(*) Judgment of the Court of Justice of 16 July 2020, Facebook Ireland and Schrems, C-311/18, ECLI:EU:C:2020:559.
(") Order of the Court of Justice of 17 March 2005, Parliament/Council, C-317/04, ECLI:EU:C:2005:189.
(
(

?2) Protocol (No 3) on the Statute of the Court of Justice of the European Union, 0J €202, 7.6.2016, p. 210.

%) See Regulation (EU) 2016/794 of the European Parliamentand of the Council of 11 May 2016 on the European Union Agency
for Law Enforcement Cooperation (Europol) and replacing and repealing Council Decisions 2009/371/JHA, 2009/934/JHA,
2009/935/JHA, 2009/936/JHA and 2009/968/JHA, 0J L 135, 11.5.2016, p. 53; Council Regulation (EU) 2017/1939 of 12
October 2017 implementing enhanced cooperation on the establishment of the European Public Prosecutor's Office (‘the
EPPQ’), 0J L 283,31.10.2017, p. 1; Regulation (EU) 2018/1727 of the European Parliament and of the Council of 14 Novem-
ber 2018 on the European Union Agency for Criminal Justice Cooperation (Eurojust), and replacing and repealing Council
Decision 2002/187/JHA, 0J L 295, 21.11.2018, p. 138.

() See EDPS, Court Cases.
(®) Ibid.
(%) Ibid.


https://www.edps.europa.eu/data-protection/our-role-supervisor_en
https://www.edps.europa.eu/data-protection/our-work/our-work-by-type/court-cases_en
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3.2. Case C-362/14, Schrems

This case involved several complaints brought against Facebook before the
Irish Data Protection Commissioner, concerning, among other things, its
membership in the EU-US Safe Harbour arrangement. The Safe Harbour was
based on a Commission decision finding that the arrangement provided an
adequate level of protection for transfers of personal data to US companies
that were members of it.

In its judgment () responding to questions put to it by the Irish High Court,
the Grand Chamber of the CJEU ruled that the term ‘an adequate level of
protection’ under Directive 95/46/EC requires a third country to ensure a
level of protection of fundamental rights and freedoms essentially equivalent
to that of EU law read in the light of the Charter of Fundamental Rights (‘the
Charter’) (?8). It noted that the Safe Harbour decision of the Commission did not
contain sufficient findings explaining how the US ensures an adequate level of
protection, and that under it, the applicability of the principles could be limited
to meet, for example, national security, public interest or law enforcement
requirements, which in effect gave US law primacy over EU fundamental rights.
Moreover, the Safe Harbour decision did not contain any finding concerning
limitations on the powers of public authorities (such as law enforcement
authorities) in the US to interfere with fundamental rights. It found that US
legislation compromised the essence of the fundamental right to respect for
private life under Article 7 of the Charter and the essence of the fundamental
right to effective judicial protection enshrined in Article 47 of the Charter. Thus,
the Commission’s Safe Harbour adequacy decision was held invalid.

The Schrems judgment demonstrates that the CJEU views the concept of an
international data transfer in terms of requiring a high level of protection based
on EU fundamental rights standards. As President of the CJEU Koen Lenaerts
has stated, the judgmentis also ‘alandmark case’in EU procedural law, ‘because
it has made clear that the preliminary reference for controlling the validity of an
act of the Union is not only without limit in time... but also may be reviewed in
terms of the legal framework existing at the date of the Court’s judgment’ (?).

The EDPS was invited by the CJEU to intervene in the case (*°). Several of the
points made by the EDPS in its intervention were mentioned by the Court in its
judgment. These included, in particular, the need for personal data to be subject

(*7) Judgment of the Court of Justice of 6 October 2015, Schrems, C-362/14, ECLI:EU:C:2015:650. See Kuner, C., ‘Article 46', The
EU General Protection Requlation: A Commentary, Update of Selected Articles, Oxford University Press, Oxford, May 2021,
p. 170-172.

(%®) Charter of Fundamental Rights of the European Union, 0J C 83, 30.3.2010, p. 389.

(*) Lenaerts, K., 'The EU General Data Protection Regulation Five Months On’, speech by CJEU President Koen Lenaerts at the
40th International Conference of Data Protection and Privacy Commissioners (25 October 2018), YouTube, between 27'07"
and 30'35".

(*%) See EDPS pleading at the hearing of the Court of Justice in Case C-362/14 (Schrems v Data Protection Commissioner),
24 March 2015.



https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3839645
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3839645
https://www.youtube.com/watch?v=fZaKPaGbXNg
https://www.edps.europa.eu/data-protection/our-work/publications/court-cases/edps-pleading-hearing-court-justice-case-c-36214_en
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to the control of an independent DPA (%'); the fact that supervision by a DPA is
an ‘essential component’ of the fundamental right to data protection (%?); and
the conclusion that the Safe Harbour did not respect the essence of the right to
respect for private life under the Charter (*3).

Schrems can be regarded as a seminal judgment for EU data protection law in
general and for data transfer regulation in particular. The fact that the Court
invited the EDPS to intervene and took its intervention into account in the
judgment shows that the Court looks to it for guidance on data transfer issues.

3.3. Opinion 1/15

This case was initiated by the European Parliament, which sought an opinion
from the CJEU on whether a proposed agreement for the processing and
transfer of airline passenger name record ('PNR’) data between the EU and
Canada was legally valid, and in particular whether the envisaged agreement
was compatible with Article 16 of the TFEU (**) and the Charter. Having invited
the EDPS to intervene, the Grand Chamber of the CJEU in its Opinion 1/15 (%)
found that the draft agreement could not be concluded in its current form, as it
violated the Charter and was enacted under the wrong legal basis.

The Court held that transfers of personal data may be legalised by an
international agreement, which must meet the Schrems standard of essential
equivalence with EU law. After having examined the protections provided by
the Canadian legal system, it ruled that the transfer of PNR data to Canada and
the rules foreseen in the draft agreement would entail an interference with the
fundamental rights to respect for private life under Article 7 and the protection
of personal data under Article 8 of the Charter. The Court adopted several of
the arguments made by the EDPS inits intervention, such as that the processing
of PNR data represented a serious interference with fundamental rights (); that
precision in describing data processing is important in determining whether a
violation of fundamental rights exists (¥); and that an international agreement
must comply with the standards of the Charter (*%).

(*') EDPS pleading at the hearing of the Court of Justice in Case C-362/14, see footnote 30, p. 3, and Schrems, see footnote 27,
paragraph 58.

(%) EDPS pleading at the hearing of the Court of Justice in Case C-362/14, see footnote 30, p. 5, and Schrems, see footnote 27,
paragraph 41.

(%) EDPS pleading at the hearing of the Court of Justice in Case C-362/14, see footnote 30, p. 2, and Schrems, see footnote 27,
paragraph 94.

(**) Consolidated Version of the Treaty on the Functioning of the European Union (TFEU), 0J C 326, 26.10.2012, p. 47.

(*) Opinion 1/15 of the Court of Justice of 26 July 2017, EU-Canada PNR Agreement, C-1/15, ECLI:EU:C:2017:592. See regarding
the case, Kuner, C., 'International agreements, data protection, and EU fundamental rights on the international stage: Opin-
ion 1/15 (EU-Canada PNR), Common Market Law Review, Vol. 55, No. 3, Wolters Kluwer, Leiden, 2018, p. 857-882.

(*) See EDPS pleading at the hearing of the Court of Justice in Opinion 1/15 (EU-Canada PNR agreement), 5 April 2016, p. 5, and
Opinion 1/15, see footnote 35, point 128.

(*7) EDPS pleading at the hearing of the Court of Justice in Opinion 1/15, see footnote 36, p. 6, and Opinion 1/15, see footnote
35, point 157.

(*) EDPS pleading at the hearing of the Court of Justice in Opinion 1/15, see footnote 36, p. 2, and Opinion /15, see footnote
35, point 214.



https://www.edps.europa.eu/data-protection/our-work/publications/court-cases/edps-pleading-hearing-court-justice-eu-canada-pnr_en
https://www.edps.europa.eu/data-protection/our-work/publications/court-cases/edps-pleading-hearing-court-justice-eu-canada-pnr_en
https://www.edps.europa.eu/data-protection/our-work/publications/court-cases/edps-pleading-hearing-court-justice-eu-canada-pnr_en
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Opinion 1/15 reaffirms the high standard of data protection and fundamental
rights protection for international data transfers set out in Schrems, while
extending it to data transfers based on an international agreement. It facilitates
the use of international agreements for data transfers by clarifying that they
may meet the requirements of being a 'law’ under the Charter, while at the
same time setting strict conditions for their use.

In Opinion 1/15the Courtonce again adopted a number of the EDPS" arguments.
This reaffirms the influence of its voice on data transfer issues also seen in
Schrems.

4. Guidance

The EDPS is also tasked with promoting the awareness of Union institutions and
bodies of their obligations under the EUDPR (*%), advising them on legislative
and administrative measures relating to data protection (*°), and monitoring
relevant developments having an impact on data protection (*'). In line with
these mandates, the EDPS may advise data controllers (*?) and issue opinions on
data protection topics (**), which it has done with regard to matters pertaining
to international data transfers.

For example, the EDPB issued guidance on the implications of the CJEU's
judgment in Facebook Ireland and Schrems mentioned earlier that invalidated
the EU-US Privacy Shield (*4), and the EDPS did the same for the EU institutions
by issuing a strategy document on complying with the judgment (**). The EDPS
document aims to ensure and monitor compliance of the EU institutions with
the judgment’s pronouncements concerning data transfers, and includes a plan
containing both short-term and medium-term actions. These include ordering
the EU institutions to map on-going contracts, procurement procedures, and
other types of cooperation involving data transfers, and then report to the
EDPS about them; providing guidance on data transfers to the US and other
third countries; and asking EU institutions to carry out case-by-case transfer
impact assessments.

(*) Article 57(1)(c) EUDPR.

(4°) Article 57(1)(g) EUDPR.

(*1) Article 57(1)(h) EUDPR.

(*2) Article 58(3)(b) EUDPR.

(*3) Article 58(3)(c) EUDPR.

(*) See, e.g., EDPB Recommendations 01/2020 on measures that supplement transfer tools to ensure compliance with the EU
level of protection of personal data, issued on 18 June 2021, version 2.0.

(*) EDPB Strategy for Union institutions, offices, bodies and agencies to comply with the ‘Schrems II' Ruling, issued on 29
October 2020.



https://edpb.europa.eu/our-work-tools/our-documents/recommendations/recommendations-012020-measures-supplement-transfer_en
https://edpb.europa.eu/our-work-tools/our-documents/recommendations/recommendations-012020-measures-supplement-transfer_en
https://www.edps.europa.eu/data-protection/our-work/publications/papers/strategy-union-institutions-offices-bodies-and_en

07 International data transfers and the EDPS: currentaccomplishments and future challenges | 87

5. Furthering international cooperation

The EDPS has the mandate to engage third countries and international
organisations in discussions and activities to further international cooperation
forthe protection of personal data (*¢). The European Data Protection Supervisor
has stated that he views such cooperation as a part of its strategic objective to
foster ‘global partnerships in the field of data protection’ (*/).

Such cooperation is particularly important with regard to complex data transfer
issues, such ashow bodies setup by treaty under publicinternational law (known
as international organisations or 10s) can comply with the GDPR's requirement
that both data transfers to them and onward transfers of EU data from them be
conducted in compliance with it (*%). Data transfers are particularly significant
for 10s, since the nature of their work requires them to transfer personal data
across borders in order to fulfil their mandates.

For several years, the EDPS has worked with |Os to facilitate their discussion
of data protection and data transfer issues. Beginning in 2005, the EDPS has
organized annual workshops dedicated to data protection within 10s, which
aim to bring together ‘International Organisations to share experiences and
best practices in the field of privacy and data protection’, and allows them to
'discuss the most recent regulatory developments at international level and
analyse their implications’ (**).

6. Conclusion

The regulation of international data transfers presents challenges that the
EU will have to confront in coming years, only a few of which can be discussed
here. These concern in particular the EU’s institutional structure; the need to
address pressing strategic and legal issues; clarifying the conditions for use
of international agreements; and better defining the territorial limits of data
transfer regulation.

(*6) Article 51 EUDPR.

(*7) Wiewidrowski, W., "Working with international organisations to lead the way in data protection’, EDPS Blog, 24 June 2019.

(*) SeeArticle 44 GDPR. Forafull discussion of the issues concerning data transfers toand from 0s, see Kuner, C., 'International
Organizations and the EU General Data Protection Regulation: Exploring the Interaction between EU Law and International
Law', International Organizations Law Review, Vol. 16, No. 1, Brill/Nijhoff, Leiden, 2019, p. 158-191. See also EDPB Guidelines
3/2018 on the territorial scope of the GDPR (Article 3), issued on 12 November 2019, version 2.1, p. 23.

(*) EDPS, International Organisations Workshop on Data Protection 2023; see also further the contribution by Matter, 0., ‘Inter-
national cooperation: an imperative at the core of EDPS activities', Chapter 13.



https://edps.europa.eu/press-publications/press-news/blog/working-international-organisations-lead-way-data-protection_fr
https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-32018-territorial-scope-gdpr-article-3-version_en
https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-32018-territorial-scope-gdpr-article-3-version_en
https://www.edps.europa.eu/data-protection/our-work/publications/events/2023-10-24-international-organisations-workshop-data-protection-2023_en
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6.1. Institutional issues

There is a complex institutional framework for the regulation of data transfers
in EU law. The Commission is responsible for proposing primary legislation,
conducting international negotiations for the EU, and enacting secondary
legislation (such as decisions on adequacy and approval of standard
contractual clauses), which powers are subject to few institutional constraints.
Taking adequacy decisions as an example, the EDPB must be consulted
about them (°°), but its opinion is non-binding, and there is no requirement
for the Parliament to approve adequacy decisions. While the Council opines
on delegated and implementing acts proposed by the Commission ('), and
the Parliament can request opinions from the CJEU (as in Option 1/15) as well
as issue political statements, neither institution has much involvement in the
details of data transfer regulation. The EDPB adopts guidance and opinions
and coordinates cross-border enforcement of the GDPR, but the usefulness of
its work is limited by the need to seek consensus among DPAs from all 27 EU
Member States, which is one reason why its action on data transfers has been
criticized as slow and ineffective (%?).

The EDPS fills the need for an entity dealing with data transfers that is
independent, European in structure and outlook, and dedicated to upholding
high standards of data protection. Its position allows it to stand apart from
political pressures, and to take a strategic view of data transfer issues. As a
single entity, it can also be nimbler in addressing data transfer issues than more
heterogeneous institutions like the Commission and the EDPB. For example,
probably no other EU entity could have facilitated discussions between
international organisations as the EDPS has done.

The EDPS should build onits strengths to become a centre of excellence for data
transfer issues. By reaching out to experts from academia, non-governmental
organisations, and elsewhere beyond the EU institutional structure, it could
incorporate valuable outside expertise into its work, while also contributing
to greater openness in dealing with data transfer issues (see below); the past
work of the EDPS advisory group on digital ethics could serve as a model in this
regard (°3).

(°%) Article 70(1)(s) GDPR.

(*") Article 93 GDPR.

(*?) See noyb, 23 years of illegal data transfers due to inactive DPAs and new EU-US deals, 14 August 2023.
(*3) See EDPS Ethics Advisory Group, Report 2018, Towards a Digital Ethics.



https://noyb.eu/en/23-years-illegal-data-transfers-due-inactive-dpas-and-new-eu-us-deals
https://www.edps.europa.eu/sites/default/files/publication/18-01-25_eag_report_en.pdf
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6.2. Strategicissues

The EU has focused disproportionately on data transfers to US companies and
law enforcement authorities, and neglected other important strategic issues,
such as how EU data transferred to authoritarian and non-democratic countries
can be protected (**). In addition, despite the Coronavirus pandemic and
the migration crisis, the EU has done little to facilitate data transfers carried
out for important reasons of public interest such as providing international
humanitarian aid (**) and combatting global pandemics (*¢). The EDPS has
already called for a pan-European approach to data sharing in pandemics (%),
and its experience as a DPA responsible for supervising public institutions
could help it develop initiatives to facilitate data transfers for public interest
purposes.

There is also a pressing need to develop more of the legal bases for data
transfers foreseen in EU law. For instance, codes of conduct and certification
mechanisms (°%) could be an effective way to protect large-scale data transfers
by intrusive technologies such as artificial intelligence, but this would require
that the lengthy process for their approval be shortened and that questions
about their legal effect be answered.

6.3. Data transfers and international agreements

International agreements can be used as a legal basis for data transfers in either
an informal or a formal sense. Informally, the Commission issues adequacy
decisions covering data protection in third countries, which strictly speaking are
unilateral acts of the Commission. However, in practice the Commission always
holds detailed discussions with a third country before issuing an adequacy
decision, resulting in an informal commitment to bring its legal standards in line
with those of the EU, which can be regarded as an ‘agreement in principle’ (**).

(**) Data transfers to such countries were not even mentioned in the Commission's 2017 Communication on global data trans-
fers. See Communication from the Commission to the European Parliament and the Council, Exchanging and Protection
Personal Data in a Globalised World, COM(2017) 7 final.

(*%) See Brussels Privacy Hub and International Committee of the Red Cross, Handbook on Data Protection in Humanitarian Aid,
ICRC Publishing, Geneva, 2020, p. 73-81.

(%) See Docksey, C., and Kuner, C., The Coronavirus Crisis and EU Adequacy Decisions for Data Transfers, European Law Blog,
3 April 2020.

(*7) See, e.g., Wiewidrowski, W., EU Digital Solidarity: a call for a pan-European approach against the pandemic, 6 April 2020.

(°8) SeeArticle 46 GDPR.

(*) See, e.g., The White House, Remarks by President Biden and European Commission President Ursula von der Leyen in Joint
Press Statement, 25 March 2022, in which von der Leyen stated that the EU and the US had reached an 'agreement in prin-
ciple on a new framework for transatlantic data flows' that ultimately resulted in a new adequacy decision being issued by
the Commission. Commission Implementing Decision EU 2023/1795 of 10 July 2023 pursuant to Regulation (EU) 2016/679
of the European Parliament and of the Council on the adequate protection of personal data under the EU-US Data Privacy
Framework, C/2023/4745,0J 1231, 20.9.2023, p. 118-229.



https://www.icrc.org/en/data-protection-humanitarian-action-handbook
https://europeanlawblog.eu/2020/04/03/the-coronavirus-crisis-and-eu-adequacy-decisions-for-data-transfers/
https://www.edps.europa.eu/data-protection/our-work/publications/speeches-articles/eu-digital-solidarity-call-pan-european_en
https://www.whitehouse.gov/briefing-room/speeches-remarks/2022/03/25/remarks-by-president-biden-and-european-commission-president-ursula-von-der-leyen-in-joint-press-statement/
https://www.whitehouse.gov/briefing-room/speeches-remarks/2022/03/25/remarks-by-president-biden-and-european-commission-president-ursula-von-der-leyen-in-joint-press-statement/
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The secretive nature of such negotiations, together with the fact that adequacy
decisions are based on legal studies that are never made public, illustrates the
lack of transparency surrounding much data transfer regulation.

In Opinion 1/15, the CJEU found that international agreements may provide a
formal legal basis for data transfers, as long as they meet the requirements of
the Charter. However, EU law does not specify the protections for data transfers
thataninternational agreementshould contain (°°), which leaves many questions
open. The EU institutions should work to define the standards for international
data sharing agreements, which must both maintain a high level of protection
and allow enough flexibility so as not to make third countries reluctant to enter
into them in the first place.

6.4. Defining territorial limits

The EU institutions and the DPAs have often reacted to the growing volume
of international data transfers by adopting documentation requirements of
increasing complexity. Examples of this approach can be seen in EDPB guidance
requiring parties to prepare data maps and impact assessments covering both
data transfers (') and situations when data are processed outside the EU but a
data transferis not technically deemed to occur (¢?). Attempting to compensate
for the risks posed by such situations through documentation requirements
cannot provide complete protection for data processed abroad, and is a poor
substitute for directly addressing the question of what the territorial limits of EU
data transfer regulation and EU data protection law should be.

The EU’s insistence that foreign legal systems be essentially equivalent to EU
law seems an example of the attitude that Weiler has criticised as ‘'withdrawing
into one’s own constitutional cocoon, isolating the international context and
deciding the case exclusively by reference to internal constitutional precepts’ (43).
That a different approach is possible, even in a member of the European legal
family famed for its protection of fundamental rights, is shown by the position
of the German Federal Constitutional Court, which has held that under German
constitutional law, ‘it is ... not necessary that the receiving state have rules on the
processing of personal data that are comparable to those within the German legal
order ...", and that German law recognises and generally respects the autonomy
and diversity of legal orders, including in the context of data sharing’ (¢*).

(®°) Forinstance, the GDPR merely states in Recital 102 that international agreements must include 'appropriate safequards for
the data subjects’.

(¢) See EDPB Recommendations 01/2020 on measures that supplement transfer tools to ensure compliance with the EU level of
protection of personal data, adopted on 18 June 2021, p. 3.

(¢?) See EDPB Guidelines 3/2018 on the territorial scope of the GDPR (Article 3), version 2.1, adopted on 12 November 2019, p. 15.

(%) Weiler, J., 'Editorial’, Blog of the European Journal of International Law, Vol. 19, No. 5, 13 January 2009.

(¢) BVerfG, Order of the First Senate of 20 April 2016 - 1 BvR 966/09, ECLI:DE:BVerfG:2016:rs20160420.1bvr096609, para-
graph 334. The translation has been slightly corrected by the author.



https://edpb.europa.eu/our-work-tools/our-documents/recommendations/recommendations-012020-measures-supplement-transfer_en
https://edpb.europa.eu/our-work-tools/our-documents/recommendations/recommendations-012020-measures-supplement-transfer_en
https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-32018-territorial-scope-gdpr-article-3-version_en
https://www.ejiltalk.org/letters-to-the-editor-respond-to-ejil-editorials-vol-195/
https://www.bundesverfassungsgericht.de/SharedDocs/Entscheidungen/EN/2016/04/rs20160420_1bvr096609en.html
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The EU should also adopt a clearer and more consistent methodology for
evaluating whether foreign legal standards provide protection essentially
equivalent to that of EU law. Interpreting foreign law poses daunting
methodological challenges (¢°), and the EU institutions and the DPAs should
make better use of the lessons of comparative law to evaluate foreign data
protection standards more consistently and rigorously. The fact that two
Commission adequacy decisions were invalidated and a draft international
agreement was found wanting by the CJEU demonstrates that the EU’s current
methods leave much to be desired.

It will ultimately be necessary for the EU to clarify how far international data
transfers can be conditioned on the adoption by third countries of standards
essentially equivalent to its own. This question exemplifies the challenges
facing EU data transfer regulation in coming years, and the need for the EU
institutions to work together to confront them, an effort in which the EDPS can
play a crucial role.

(%%) See, e.g., Samuel, G., An Introduction to Comparative Law Theory and Method, Hart Publishing, Oxford and Portland, 2014
(Kindle edition).
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In an interview, Jan Philipp Albrecht looks back at the goals, challenges and
achievements of the General Data Protection Regulation. He offers a first-
hand account of his experience in negotiating the GDPR, as well as the role
of the EDPS during the legislative process. Jan Philipp Albrecht also reflects
on the relevance of the GDPR in today’s digital regulatory landscape and
main challenges for the future.

1. When you decided to become rapporteur for the GDPR, what were
you hoping to achieve?

My main objective was to make sure that the fundamental right to data pro-
tection, which was enshrined not only in the Treaty but also in the Charter of
Fundamental Rights, had a comprehensive set of rules in order to protect it.

The Lisbon Treaty meant that the Charter of Fundamental rights became le-
gally binding. While the 1995 Data Protection Directive was a very impor-
tant cornerstone at the time, we still we had very different implementations
across the Member States. We needed to ensure the fundamental right to
data protection had the same level of protection across the European Union.

The next important objective was to create a single market, a digital single
market. For most companies, cross-border activities were already standard
at that time. However, many of these companies struggled with very different
sets of standards across Member States. This brought us to a point where
the protection of a fundamental right was becoming in contradiction with the
goal of achieving a single market, which was a disadvantage for companies.

(*) Member of the European Parliament 2009 -2018.
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Therefore, we needed to achieve both goals at the same time and this was
the reason for having a regulation instead of a directive. We had already
debated this before | became rapporteur on the file: both the European
Parliament and Council of the European Union had already taken a position
on the initial Communication of the European Commission. In each these
documents, it was already clear that there was a common objective to make
this regulation happen in the best way possible.

. The legislative process that led to the adoption of the GDPR was not
always easy, but still you made it. How ‘lucky’ are we to have the GDPR
we have today?

It was a heavy struggle. It took hard work by many people in the different
Institutions and in Member States’ governments to bring this across the line.

It was also a dialogue, a process of getting everyone convinced of the need
to protect the fundamental right to data protection on the one hand, but
also to have a single set of rules for the Single Market on the other hand.

In the end, we managed to pass the idea that we could be stronger in the
world together as a European Union. We could be bold as Europeans and
have an impact on the creation of global standards.

I think that it was a successful result and energy well spent by many people.
We still harvest the fruits of those efforts today, as we are able to pass other
legislation, such as the Digital Service Act or the Al Act. | do not think those
regulations would be possible at all if there had not first been this struggle
on the data protection regulation.

. Itis well known that there was a lot of lobbying against your initial
draft report - which broke a record at the time in terms of the number
of amendments received. Why was this the case?

When you enter into a fundamentally political sphere to effectively establish
a new kind of fundamental right, there is always resistance to that. It is also
understandable, because it was not so clear to everyone that we needed
further rules.

Of course, many also feared regulation because we already had a number
of rules, but for several reasons, these rules were never strictly enforced.
They were a kind of ‘paper tiger’ in many respects, because they could be
circumvented in different jurisdictions of the European market. Another rea-
son was thatthose rules had no real sanction mechanisms. There were some
fees, but it was far cheaper to pay the fees than to actually comply with the
requests that came with them.
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We wanted to see data protection standards enforced, even if it was not
easy to do so. Many companies reacted to it and many interests groups re-
acted to it, perhaps because they also built their business model around
these standards not being enforced.

On the other hand, were many business representatives advocating for this
regulation as they saw that it was necessary to enforce these rules better.
Otherwise, consumers would also lose trust in the quickly developing digi-
tal markets and new technologies.

Imagine if we would not have a strong and reliable data protection stand-
ards today: people would turn their back to technological developments
such as artificial intelligence. Certain companies already realised back then
and they were allies to help bring this forward, also as a chance for the Euro-
pean market and for European businesses to be front Runners and to have a
competitive advantage in this field in the future.

At the same time, many civil rights groups were making it very clear that
digitilisation needed more and better standards for the protection of priva-
cy and other fundamental rights. Data protection standards needed to be
brought forward in a better way and more modern way, given the ongoing
massive surveillance as demonstrated by the Snowden revelations in 2013
(after the GDPR had already been proposed). These revelations further sup-
ported the argument that we needed to have a better regulation in order to
obtain more transparency on where our data goes and for what itis used for.

4. How would you describe the role of the EDPS during the legislative
process?

The European Data Protection Supervisor was of course one of the first
stakeholders in this whole reform debate. We had already received inputs
and advice from the EDPS before the regulation was proposed, by having
exchanges on the needs for reform and on the different legal acts in place.
Because it was a complex field of regulation where we had different sets
of rules on privacy-related matters, and in some of the places, we still have
these very different sets of rules. The EDPS was very important for us also
as European Parliament to support us in approaching a more unified frame-
work for data protection. It helped bringing forward the right ideas for mod-
ernising these different sets of rules.

During the legislative process, the EDPS was also a constant guest in our
meetings of the rapporteurs and shadow rapporteurs and of the working
groups we had on different subjects. The EDPS was the main point of refer-
ence for expertise at the European level, even more as we did not have the
European Data Protection Board at the time.
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| am very thankful for the role of the EDPS in promoting coherence and con-
sistency in Europe, also between the data protection authorities. | would
like to explicitly thank Peter Hustinx and Giovanni Buttarelli, who really did
atremendous effort to clear the ground for this new era, where we have the
European Data Protection Board which brings together all the data protec-
tion authorities. They did it also by stepping a little bit over their mandate
of looking at the EU institutions, by really looking at Europe as a whole. By
doing that, they really helped to create this new framework.

. During the negotiations, many lobbyists referred to “big data”, arguing
that this technology was at odds with the basic principles of data
protection. Do you think that the GDPR’s approach is still relevant in
today’s age of artificial intelligence?

It is really important to understand that data protection and the fundamen-
tal right to data protection is both technologically neutral and principle
based. We have basic principles, developed since the '60s and '70s; that
no personal should data used without a clear purpose and the processing
should always limited to that purpose. There should be transparency about
what the purpose is and which data categories are processes, so the logic
behind the processing needs to be transparent. Finally, there should be ac-
countability, because data protection is not something which you can just
outsource, you need to incorporate it into your own behaviour.

All these principles confirm that what matters is the protection of the humans
involved, not the protection of the data. Data security is an important part,
but in the end, it is about the protection of the human involved and human
self-determination. If in the end we do not know which personal data about
us are being processed, we have no idea on what consequences personal
behaviour could have. This concern also stems from our experiences with
autocratic regimes for example. It is always important to understand these
principles and the history behind them and how they apply new technologies.

Data protection and also the GDPR do not really impose a specific way to
do things. Some of the criticism which came up during the negotiation were
that the regulation is too detailed or everything is complicated. It is not! In
the end, it is very simple, principle-based regulation, but you need to take
some time to understand it and then apply it to new technologies.

. The GDPR is a landmark piece of EU legislation, something to be proud
of. Looking back, however, is there anything you regret in terms of the
agreed text? Or something you would now do differently?

It was obvious from the beginning that there will be many things which
would still require further review or even change in the future. For exam-
ple, those fields which are not addressed by the GDPR, such as the ePrivacy
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Directive, which is still not replaced by an own regulation (which is really a
pity). | really think that it would be better to incorporate the standards for
telecommunications devices and networks into the framework of the data
protection regulation in some form.

In addition, there are areas such as health, social security and employment
which were not fully regulated by the GDPR. In addition, even in the police
and judicial field, we can see that there could be more coherence on the
way in which we apply data protection principles. Coming back to that basic
architecture of different data protection laws, it would be better if we could
get more integration in this area - not only European integration but also
substantive integration of these different legal acts. That is also important
because for citizens and also for companies it is sometimes hard to under-
stand why there are so many different rules and in some areas also very
different Member State rules.

On substance, | also think that there are important points which need to
be looked at. We had the aim of making it easier for people to understand
the information about how their personal data are being processed. This
information is still very often written by lawyers for lawyers, and you need
stakeholder and interest groups to make sure that all people are able to
understand the rules and act our rights. It would be better for everyone if
this could be also somehow be ‘pinned down’ using easy understandable
symbols.

For example, when we are on the street in the traffic, we have traffic signs.
Everyone can understand those signs. Of course everybody needs to learn
about those signs and what they mean, but it is easily understandable. Why
can’t we have that also in the digital environment of our lives today, where
everything and every moment is somehow digital? | think that the use of
symbols has a big potential going forward, in particular with regards to new
technologies based on automated processing.

7. What are your thoughts about the GDPR'’s ‘one-stop shop’
enforcement model?

One of the biggest achievements of the GDPR is to have a unified applica-
tion of data protection rules across the European market. Not just in the le-
gal formulation of the rules, but also in the interpretation by data protection
authorities.

With the European Data Protection Board (which convenes the different
data protection authorities), we have the tools to get coherence, to get
common interpretations, to also even get common measures, and to reach
agreements not only in consensus but also by majority. That was a very im-
portant change that we achieved in the European Parliament, to avoid situa-
tions where we have to wait for everyone to agree to take a decision.
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Data protection authorities are independent from governments and parlia-
ments, butthey are notindependent from each other. They need to arrive at
a consistentinterpretation. This means that in order to act, they need to also
be able to sometimes take decisions by majority.

I think that we made the right decision, but | also think that there could be
a bit more courage. We need to get a little bit away of the ‘diplomatic’ past
of our European family and get into a dialogue and a discussion, but also
decisions.

Because for all the people out there, for the citizens but also for the compa-
nies who are developing new technologies, we need to get certainty about
what is the right interpretation. It cannot be in the end up to the sole indi-
vidual to calculate the best interpretation of a law, there is to be guidance
and clear indications. This is also necessary for the legitimacy of the law, be-
cause people need to also see that this comes with a clear indication: ‘what
do I need to do with this law?’

. What do you see as the main challenges for data protection for the future?

| think that one of the biggest challenge is transparency and in particular
meaningful transparency.

| am very pleased that the GDPR clearly indicates that the logic behind au-
tomated processing needs to be explained to individuals. This is important,
because it makes clear that individuals cannot just be given incomprehen-
sible information about which data is processed, but they need to provide
me meaningful and understandable explanation about what exactly is done
then with my data, not only by humans but also by the machine carrying
out the automated processing. We need to be able to understand the logic
behind it. This is very important in times of closed algorithms and hidden
interests involved in all these new technologies.

We need to have this knowledge and that is important not only for the in-
dividual. It is important for society as a whole and for democracy. If we as
a democracy, if our representatives in the in the parliaments, are no longer
able to understand what is actually happening in the infrastructure of our
digitalized lives, then we will no longer be able to take the right decisions
to protect rights and interests of all of us. And we will no longer be able to
ensure that the rules which we agreed are applied, and that in the end the
rule of law is also upheld in the digital society.
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Through the EUDPR, the European Union's GDPR was adapted for Union
institutions and bodies. However, the EUDPR contains some specificities in
comparison to the GDPR, and it also contains additional provisions which
cannot be found in the GDPR. Detailed examples of EUDPR enforcement
actions and legal challenges illustrate the dynamic landscape of data
protection within the EU, highlighting the critical role of the EDPS in
overseeing compliance and guiding future legislative changes.

1. Introduction

When the European Union’s General Data Protection Regulation (the ‘GDPR’) (")
enteredintoforcein 2016 (andinfull application on 25 May 2018), it contained two
interesting provisions: The first, Article 2(3) GDPR (material scope), disapplied
the GDPR to the processing of personal data by the Union institutions, bodies,
offices and agencies, by mandating that instead Regulation (EC) No 45/2001 (?)
applies. Furthermore, it laid down an obligation that Regulation (EC) No
45/2001 (and other Union legal acts applicable to such processing of personal
data) was to be adapted to the principles and rules of the GDPR ‘in accordance
with Article 98". Secondly, Article 98 GDPR required the European Commission
to submit, if appropriate, legislative proposals with a view to amending other
Union legal acts on the protection of personal data, in order to ensure uniform
and consistent protection of natural persons with regard to processing. The

(*) EU official, and currently Head of Unit "Supervision and Enforcement” in the office of the European Data Protection Supervi-
sor ('EDPS'). The views expressed are solely those of the author and do not necessarily reflect those of the EDPS.

(") Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural per-
sons with regard to the processing of personal data and on the free movement of such data, and repealing Directive 95/46/
EC(General Data Protection Regulation), 0J L 119, 4.5.2016, p. 1.

(?) Regulation (EC) No 45/2001 of the European Parliament and of the Council of 18 December 2000 on the protection of indi-
viduals with regard to the processing of personal data by the Community institutions and bodies and on the free movement
of such data, 0J 1 8,12.1.2001, p. 1.
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Commission was specifically required to align the rules relating to the protection
of natural persons with regard to processing by Union institutions, bodies,
offices and agencies (‘Union institutions and bodies’) and on the free movement
of such data.

The object of the explicit instruction to the Commission by the European
legislators was in particular Regulation (EC) No 45/2001. Based on former Article
286(2) EC (3) as the legal basis, this regulation had governed the protection
of natural persons in the processing of personal data by the institutions and
bodies of the EU since 2001. The definitions and content of Regulation (EC) No
45/2001 were closely aligned with the Data Protection Directive ('DPD’) (%), but
were partly more precise and detailed than the DPD. Additionally, the European
Data Protection Supervisor ('EDPS’), together with an Assistant Supervisor, was
established as an independent data protection supervisory authority, based in
Brussels (°).

Given its legal nature of a Regulation, the wording of some provisions of
Regulation (EC) No 45/2001 clearly served as an inspiration for corresponding
provisions in the Commission’s proposal for the GDPR (%), in particular those
relating to supervisory authorities as well as the data protection officer.

2. Genesis of the EUDPR

A formal adjustment of Regulation (EC) No 45/2001 in light of the Treaty of
Lisbon was announced by the Commission as early as 2010 (7).

The EDPS already recommended in 2011 incorporating the substantive rules for
Union institutions and bodies in the proposed Regulation, for the sake of legal
certainty and uniformity. A single legal text would avoid the risk of discrepancies
between provisions and would be the most suitable vehicle for data exchanges
between the EU level and the public and private entities in the Member States ().

(%) Treaty establishing the European Community, 0J C 340, 10.11.1997, p. 294.

(*) Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the protection of individuals with
regard to the processing of personal data and on the free movement of such data, 0J L 281, 23.1.1995, p. 31.

(°) SeeArticle 41 Regulation (EC)No 45/2001. Further provisions on fixing of the salary of the EDPS, the seat of the EDPS in Brus-
selsas well clarification on the procedure forappointing the EDPS were laid down by Decision 1247/2002/EC of the European
Parliament, of the Council and of the Commission of 1 July 2002 on the regulations and general conditions governing the
performance of the European Data Protection Supervisor's duties, 0J L 183, 12.7.2002, p. 1. See also further the contribution
by Hustinx, P, ‘The EDPS' first ten years', Chapter 2.

(4) Proposal for a Regulation of the European Parliament and of the Council on the protection of individuals with regard to the
processing of personal data and on the free movement of such data (General Data Protection Regulation), COM(2012) 011 final.

(7) Communication from the Commission to the European Parliament, the Council, the Economic and Social Committee and the
Committee of the Regions A comprehensive approach on personal data protection in the European Union, COM(2010) 609
final, p. 18.

(8) EDPS Opinion on the Communication from the Commission to the European Parliament, the Council, the Economicand Social
Committee and the Committee of the Regions - ""A comprehensive approach on personal data protection in the European
Union", issued on 14 January 2011, paragraph 45.



https://www.edps.europa.eu/data-protection/our-work/publications/opinions/comprehensive-approach-personal-data-protection_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/comprehensive-approach-personal-data-protection_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/comprehensive-approach-personal-data-protection_en
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The Commission, however, did not make a corresponding proposal part of the
legislative package on the EU data protection reform presented in 2012 ().
This drew some fierce criticism from the European Parliament as well as the
Member States ('°), plus from the EDPS ("), who all preferred one regulation for
all personal data protection rules of the Union.

To avoid further lengthy delays in the legislative process of the GDPR by
incorporating substantive rules for Union institutions and bodies in the text of
the proposed Regulation, the Commission declared during the negotiations
thatitintended to presentthe necessary proposals to adapt Regulation (EC) No
45/2001 to the GDPR within the two-year transition period between the entry
into force and entry into application of the GDPR ('2). This political commitment
was then anchored in Article 2(3) and in Article 98, and elaborated on in
Recital 17, according to which the necessary adjustments to Regulation (EC)
No 45/2001 were to be made following the enactment of the GDPR so that they
could be applied simultaneously with the GDPR.

The Commission presented its proposal in January 2017 ('®). The co-legislators
of the EUDPR felt committed to a coherent approach to personal data
protection throughout the Union, and to aligning the data protection rules for
Union institutions and bodies as far as possible with the data protection rules
adopted for the public sector in the EU Member States. As a consequence,
the co-legislators in general did not reopen substantive discussions on the
provisions of either the GDPR or the Law Enforcement Directive ('LED’) ("4).

After brief negotiations between the European Parliament and the Council,
the new Regulation (EU) 2018/1725 (the 'EUDPR’) was formally adopted on 11
October 2018 and came into force on 11 December 2018 ('®).

(°) See in particular the reference to Regulation (EC) No 45/2001 in Communication from the Commission to the European
Parliament, the Council, the European Economic and Social Committee and the Committee of the Regions Safeguarding
Privacy in a Connected World A European Data Protection Framework for the 21st Century, COM(2012) 9 final, footnote 14.

(") SeeAlbrecht, P.J., Jotzo, F., Das neue Datenschutzrecht der EU, Nomos, 2016, part 3, paragraph 20.

(") EDPS Opinion on the data protection reform package, issued on 7 March 2012, paragraph 29.

(") See the Draft Commission Declaration in the annex to Council document 10227/13 of 31 May 2013.

(%) Proposal for a Regulation of the European Parliament and of the Council on the protection of individuals with regard to
the processing of personal data by the Union institutions, bodies, offices and agencies and on the free movement of such
data, and repealing Regulation (EC) No 45/2001 and Decision No 1247/2002/EC, COM(2017) 8 final. Its explanatory mem-
orandum reveals a scarcity of explanations and understandably relies heavily on the 'solutions’ (painfully) negotiated for
the GDPR. See in particular its section 5 with the article-by-article presentation. The absence of the conduct of an impact
assessment accompanying the legislative proposal is also a telling element.

(") Directive 2016/680 of the European Parliament and of the Council of 27 April 2016 on the protection of natural persons with

regard to the processing of personal data by competent authorities for the purposes of the prevention, investigation, detec-

tion or prosecution of criminal offences or the execution of criminal penalties, and on the free movement of such data, and
repealing Council Framework Decision 2008/977/JHA, 0J L 119, 4.5.2016, p. 89. See more on the LED in the contribution by

Coudert, F, Quintel, T., and Sajfert, J. ‘Area of Freedom, Security and Justice', Chapter 10.

Regulation (EU) 2018/1725 of the European Parliament and of the Council of 23 October 2018 on the protection of natural

persons with regard to the processing of personal data by the Union institutions, bodies, offices and agencies and on the free

movement of such data, and repealing Regulation (EC)No 45/2001 and Decision No 1247/2002/EC, 0J L 295,21.11.2018, p. 39.

5}


https://www.edps.europa.eu/data-protection/our-work/publications/opinions/data-protection-reform-package_en
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3. The EUDPR compared to the GDPR

A quick comparison of the EUDPR with the GDPR shows that the EUDPR very
closely follows the structure of the GDPR: the GDPR has 99 Articles, subdivided
in eleven chapters; the EUDPR contains 102 Articles, divided in twelve chapters.
In conformity with the co-legislators’ express wish, the EUDPR’s substantial
provisions are identical to, or follow very closely those of the GDPR.

A closer look, however, reveals that the EUDPR represents a more complete
data protection instrument than the GDPR. The co-legislators of the EUDPR
certainly did more than limiting themselves to a ‘copy and paste’ from the
GDPR. Instead, they carefully adapted several of its provisions to the context
of the Union institutions and bodies. As a result, the EUDPR contains some
specificities in comparison to the GDPR, and it also contains additional
provisions which cannot be found in the GDPR. The following explores some of
those specificities and additions ().

3.1. Union institutions and bodies

The EUDPR only appliesto processing of personal data by Union institutions and
bodies (7). "Union institutions and bodies’ are defined as the Union institutions,
bodies, offices and agencies set up by, or on the basis of, the TEU (%), the
TFEU (") or the Euratom Treaty (?°). In that context, the EUDPR contains specific
definitions of ‘controller’ and of ‘controllers other than Union institutions and
bodies’ (?").

As a consequence, in its current practice, the EDPS applies its supervisory
powers exclusively to Union institutions and bodies, and where necessary,
seeks the cooperation under Article 61 EUDPR with those national supervisory
authorities that have jurisdiction over controllers or processors which are non-
Union institutions and bodies (?).

(%) See for other examples, Kranenborg, H., and Buchta, A., ‘Institutional Report Topic 2: The New EU Data Protection Regime’,
in:Rijpma, J.J., The New EU Data Protection Regime: Setting Global Standards for the Right to Personal Data Protection, Boom
Uitgevers, The Hague, 2020.

Article 2(1) EUDPR.

Consolidated version of the Treaty on European Union, 0J C 202, 7.6.2016, p. 13.

Consolidated version of the Treaty on the Functioning of the European Union, 0J C 202, 7.6.2016, p. 47.

Consolidated version of the Treaty establishing the European Atomic Energy Community, 0J C203,7.6.2016, p. 1. See Arti-

cle 3(10) EUDPR. Foran overview of Union institutions and bodies, see the EDPS list of Data Protection Officers appointed by

the EU institutions and bodies.

(*") Article 3(8): ‘controller" means the Union institution or body or the directorate-general or any other organisational entity
which, alone or jointly with others, determines the purposes and means of the processing of personal data; where the pur-
poses and means of such processing are determined by a specific Union act, the controller or the specific criteria for its nom-
ination can be provided for by Union law". Article 3(9) EUDPR: ‘controllers other than Union institutions and bodies’ means
controllers within the meaning of point (7) of Article 4 of Regulation (EU) 2016/679 and controllers within the meaning of
point (8) of Article 3 of Directive (EU) 2016/680".

(%) This is however without prejudice to the possibility for the EDPS to request direct cooperation of processors which are
non-Union institutions and bodies during investigations related to processing forwhich those Union institutions and bodies
are controllers.

(17

(18

(19

(ZO



https://www.edps.europa.eu/data-protection/eu-institutions-dpo/network-dpos_en
https://www.edps.europa.eu/data-protection/eu-institutions-dpo/network-dpos_en

106 | Two decades of personal data protection. What next? — EDPS 20th Anniversary

3.2. The mystery of the missing missions

The Union’'sCommon Securityand Defence Policy('CSDP’)missionsare excluded
from the scope of the EUDPR (?3). The position of the Council in particular was
based on the legal reasoning that rules on data protection for missions and
operations in the CSDP area should only be based on Article 39 TEU (?).

This is somewhat surprising: while Article 16 TFEU provides a legal basis for
establishing data protection rules also in the area of Common Foreign and
Security Policy (?°), including the CSDP, the different legal basis and procedure
laid down by Article 39 TEU applies only when personal data are processed in
this area by the Member States (?).

As a result of the exclusion from the scope of the EUDPR, there are at the time
of writing no data protection rules in place for such missions when processing
operations are being carried by Union institutions, bodies, offices and agencies
in the context of the CSDP.

In the absence of specific rules for these CSDP missions, the EDPS declared it
would ‘interpret the applicable rules in the spirit of the EUDPR’, and ‘apply the
principles of the Regulation in areas where specific rules are missing’ (?’). This
announcement seems to have been noticed by the legislator ().

3.3. Cookie rules for Unions institutions and bodies

Unlike the GDPR, but following Regulation (EC) No 45/2001, the EUDPR in-
tegrates rules based on the Directive on privacy and electronic communica-
tions (¥°) for the protection of the confidentiality of electronic communications.
Articles 36, 37 and 38 EUDPR require the Union institutions and bodies to en-
sure the confidentiality of electronic communications, to protect the informa-

(%) Article 2(4) EUDPR. For a list of former and current missions, see the European External Action Service overview.

(*) See Council document 15961/17 of 22 December 2018, p. 4.

(%) As regards the former second pillar, i.e. the Common Foreign and Security Policy ('CFSP’), Article 39 TEU makes use of the
derogation foreseen in Article 16(2) TFEU in relation to CFSP and establishes a distinct regime for the processing of personal
data by the Member States when they carry out activities falling within the scope of CFSP. With regard to these issues, the
Council is empowered to adopt a decision on the regulation of Member States' processing of personal data in the area of
CFSP. However, until the present day the Council has not adopted such a decision.

(%) See the Commission's declaration in Council document 12221/18 ADD1 of 21 September 2018.

(*7) EDPS Strateqy 2020 - 2024: Shaping a safer digital future, issued on 30 June 2020, p. 17.

(%) See e.g. Article 70 of Council Decision (CFSP) 2021/509 of 22 March 2021 establishing a European Peace Facility, and re-

pealing Decision (CFSP) 2015/528, 0J L 102 24.3.2021, p. 14 which applies the 'principles and procedures’ of the EUDPR,

‘without prejudice to Article 2(4)' of the EUDPR.

Directive 2002/58/EC of the European Parliamentand of the Council of 12 July 2002 concerning the processing of personal

data and the protection of privacy in the electronic communications sector (Directive on privacy and electronic communica-

tions), 0J 1201, 31.07.2002, p. 37. Amended by Directive 2009/136/EC of the European Parliament and of the Council of 25

November 2009 amending Directive 2002/22/EC on universal service and users' rights relating to electronic communica-

tions networks and services, Directive 2002/58/EC concerning the processing of personal data and the protection of privacy

in the electronic communications sector and Regulation (EC) No 2006/2004 on cooperation between national authorities
responsible for the enforcement of consumer protection laws, 0J L 337, 18.12.2009, p. 11. See also further the contribution

by Barcelo, R., ‘The ePrivacy Directivey: Then and Now, Chapter 5.

(29


https://www.eeas.europa.eu/eeas/missions-and-operations_en
https://www.edps.europa.eu/data-protection/our-work/publications/strategy/edps-strategy-2020-2024-shaping-safer-digital-future_en
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tion transmitted to, stored in, related to, processed by and collected from the
terminal equipment of users accessing publicly available websites and mobile
applications of Union institutions and bodies, in accordance with Article 5(3)
of Directive 2002/58/EC, and to limit personal data of users in its directories.

3.4. Chapter IX EUDPR: rules for law enforcement agencies

The most important political issue during the EUDPR negotiations concerned
the processing of so-called ‘operational personal data’ by Union bodies, offices
and agencies carrying out activitiesin the field of judicial cooperation in criminal
matters and police cooperation. On the one hand, to reduce fragmentation of
data protectionrules, the European Parliament considered that all processing of
personal data by Union agencies and offices in this specific field (the European
Union Agency for Criminal Justice Cooperation (‘Eurojust’), the European
Union Agency for Law Enforcement Cooperation (‘Europol’) and the European
Public Prosecutor’s Office ('EPPO’) and possibly other agencies carrying out
law enforcement activities) should be laid down in the new Regulation. On the
other hand, because of the alleged specific needs of law enforcement agencies
when processing personal data, the Council wanted these agencies to continue
to have specific data protection rules for their operations in their founding acts.

In order to converge the positions of the Council and the Parliament, the
co-legislators agreed on inserting in the EUDPR a new Chapter IX with general
rules on processing of operational personal data by Union bodies, offices and
agencies when carrying out activities in the field of judicial cooperation in
criminal matters and police cooperation, while retaining specific tailor-made
provisions in the founding acts of the agencies. This was flanked with a specific
obligation for the Commission to review the relevant legal acts governing the
processing of operational personal data and to make legislative proposals, in
particular with a view to applying the provisions to Europol and EPPO (3°).

Operational personal data are defined in the EUDPR as ‘all personal data pro-
cessed by Union bodies, offices or agencies when carrying out activities which
fall within the scope of Chapter 4 or Chapter 5 of Title V of Part Three TFEU to
meet the objectives and tasks laid down in the legal acts establishing those bod-
ies, offices or agencies’ (*').

Chapter IX replicates in a large part the provisions of the LED. It contains
substantive provisions corresponding to most provisions of Chapters Il to V of
the EUDPR (general principles, rights of data subjects, certain obligations of
controllers and processors, international data transfers), with some differences
to take the specific nature of law enforcement into account (e.g. rules on (not)
informing data subjects and on their right of access to their data).

(%) Article 98 EUDPR.

(*") Article 3(2) EUDPR. The processing of administrative personal data, such as staff data, by those Union bodies, offices or
agencies is fully covered by the other provisions of the EUDPR.
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The EDPS has since then, however, highlighted that Chapter IX is not without
shortcomings. By way of example: the fragmentation of the provisions on EDPS
powers creates confusion as to the role of the EDPS as supervisory authority, as
not all Union institutions and bodies are put on the same footing. It is not clear,
for instance, to what extent the EDPS can conduct data protection audits as
these investigative powers are not explicitly mentioned in any of the still existing
specific instruments. It is also not clear whether Union institutions and bodies
processing operational data have the same legal obligation to cooperate, on
request, with the EDPS, as set out under Article 32 EUDPR (%2).

In addition, while Article 3 and Chapter IX EUDPR apply to Eurojust since 12
December 2019 (*3) and to Europol since 28 June 2022, it does not yet apply to
the EPPO whose establishing Regulation (3%) was adopted prior to the EUDPR
and which provides for a standalone regime for processing operational data.
This has two consequences: First, some provisions in the EPPO Regulation differ
in substance from the EUDPR chapter, such as the processing of ‘restricted’
personal data (*°). Second, some provisions of the EPPO Regulation, although
similar in substance, are worded differently than the Chapter IX EUDPR, which
could lead to different interpretations.

3.5. Administrative fines

Another controversial discussion during the negotiations covered the extent
and conditions under which the EDPS should have the authority to impose
administrative fines on Union institutions and bodies for violations of the EUDPR.
At national level, some Member States opted for the possibility provided for in
Article 83(7) GDPR of imposing fines on authorities and public bodies when
applying the GDPR, while other Member States rejected this on considerations
of principle. At the EU level, this question was ultimately decided in the
affirmative, with the enthusiastic support of the EDPS (*¢). Therefore, if Union
institutions and bodies violate the EUDPR, a fine must be paid to the EU general
budget, which can amount to up to 50 000 EUR per violation and up to a total
of 500 000 EUR per year.

(*?) See, also formore examples, EDPS Contribution to the Report on the application of Requlation (EU) 2018/1725, issued on 21
December 2021, p. 36.

(*) Article 26(1) Regulation (EU) 2018/1727 of the European Parliament and of the Council of 14 November 2018 on the Europe-
an Union Agency for Criminal Justice Cooperation (Eurojust), and replacing and repealing Council Decision 2002/187/JHA,
0J1295,21.11.2018, p. 138.

(*) Council Regulation (EU) 2017/1939 of 12 October 2017 implementing enhanced cooperation on the establishment of the
European Public Prosecutor's Office (‘the EPPO’), 0J L 283, 31.10.2017, p. 1.

(*) Compare Article 61(4) of the EPPO Regulation with Article 82(3) EUDPR.

(%) EDPS, Upgrading data protection rules for EU institutions and bodies, Opinion 5/2017 on the proposal for a Requlation on
the protection of individuals with regard to the processing of personal data by the Union institutions, bodies, offices and
agencies and on the free movement of such data, and repealing Requlation (EC) No 45/2001 and Decision No 1247/2002/
EC, issued on 15 March 2017, paragraph 80.



https://www.edps.europa.eu/data-protection/our-work/publications/other-documents/contribution-edps-report-application_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/upgrading-data-protection-rules-eu-institutions-and_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/upgrading-data-protection-rules-eu-institutions-and_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/upgrading-data-protection-rules-eu-institutions-and_en
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At the same time, the administrative fines framework for Union institutions
and bodies under the EUDPR diverges significantly from the GDPR. Unlike
the GDPR, where fines can complement or replace other corrective actions,
the EUDPR mandates fines solely for non-adherence to specific corrective
measures outlined in Article 58(2)(d) to (h) and (j) (¥). Additionally, Article 66
EUDPR sets lower maximum fines - typically not surpassing 25 000 EUR per
violation and 250 000 EUR annually. Only for severe breaches, such as those
against basic processing principles, data subjects’ rights, or transfer rules to
third countries, fines can reach up to 50 000 EUR per incident and 500 000 EUR
annually. Also, the cumulative fines for multiple related infringements cannot
exceed the penalty for the most serious violation.

3.6. Homogeneity of interpretation

Regulation (EC) No. 45/2001 already explicitly emphasized the necessity of a
coherent and homogeneous application of the provisions for the protection of
fundamental rights and freedoms of persons in the processing of personal data
throughout the (then) European Community (38).

Since the EUDPR was explicitly aimed to be aligned with the GDPR, the
uniformity and coherence demanded by Article 98 GDPR must also continue at
the level of legal application. In particular, in accordance with the jurisprudence
of the CJEU on the DPD and Regulation (EC) No. 45/2001, the provisions of the
GDPR and the EUDPR are now to be interpreted homogeneously (¥). Recital 5
EUDPR explicitly underscores this corresponding intention of the EU legislator:
‘Whenever the provisions of this Regulation follow the same principles as the
provisions of Regulation (EU) 2016/679, those two sets of provisions should,
under the case law of the Court of Justice of the European Union (the ‘Court of
Justice’), be interpreted homogeneously, in particular because the scheme of
this Regulation should be understood as equivalent to the scheme of Regulation
(EU) 2016/679".

Therefore, in the light of this requirement of homogeneous interpretation,
judgments of the Union courts on the application of the EUDPR can regularly
provide valuable guidance for the interpretation of the GDPR and LED (%),
and vice-versa (*").

(*’) Recital 81 EUDPR speaks of ‘a sanction of last resort'.

(*) Recital 12 Regulation (EC) No 45/2001.

(*) Seein particular Judgment of the Court of Justice of 9 March 2010, Commission / Germany, C-518/07, ECLI:EU:C:2010:125,
paragraph 28, where the Court decided thatin view of the fact that Article 44 of Regulation (EC) No 45/2001 and Article 28 of
Directive 95/46 are based on the same general concept, those two provisions should be interpreted homogeneously, so that
notonly the independence of the EDPS, but also that of the national authorities, involve the lack of any instructions relating
to the performance of their duties.

(*%) See e.g. as regards the definition of personal data within the meaning of Article 3(1) EUDPR (and Article 4(1) GDPR), Judg-
ment of the General Court of 26 April 2023, SRB/ EDPS, T-557/20, ECLI:EU:T:2023:219; appeal pending before the Court of
Justice, C-413/23 P.

(*1) Seee.g.as regards the determination of the existence of a conflict of interests of a data protection officer, within the mean-
ing of Article 38(6) GDPR (and Article 44(6) EUDPR), Judgment of the Court of Justice of 9 February 2023, X-FAB Dresden,
C-453/21, ECLI:EU:C:2023:79, paragraph 44.
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4. EUDPR supervision and enforcement
In practice

The EDPS is the independent data protection supervisory authority for Union
institutions and bodies, mirroring the role of the national data protection
supervisory authorities established in the Member States under the GDPR and
the LED (*).

The EDPS specified the application of the EUDPR in its Rules of Procedures (*3)
and adopted, in accordance with Article 39(4) and (5) EUDPR, a list of the kinds
of processing operations subject to a data protection impact assessment
('DPIA") as well as kinds of processing operations not subject to a DPIA (4).

The EDPS also stepped up its enforcement activities, and has used most of its
corrective powers under the EUDPR; however, at the time of writing, it has not
used its new power to issue administrative fines. The EDPS has equally issued
many decisions which have often involved situations and technologies that are
relevant outside the context of Union institutions and bodies.

Some noteworthy examples of EDPS supervision and enforcement in practice
include:

4.. Social media monitoring

The EDPS made use of his corrective power under Article 58(2)(g) EUDPR to
impose for the first time a temporary ban on the processing operation for social
media monitoring by the then European Asylum Support Office (EASQ’), in the
absence of a legal basis for the processing operations at hand (*°).

4.2. NationBuilder

As part of its campaign activities for the 2019 EU parliamentary elections, the
European Parliament had set up a website called thistimeimvoting.eu, aimed
at promoting public engagement. During the campaign, the website collected
personal data from over 329 000 individuals, which were processed on behalf
of the Parliament by the US political campaigning company NationBuilder.
Taking into account previous controversy surrounding this company, the EDPS

(*?) Articles 52 to 60 EUDPR. The EUDPR abolished the position of the Assistant EDPS.

(*%) See EDPS Decision of 15 May 2020 adopting the Rules of Procedure of the EDPS, 0J L 204, 26.6.2020, p. 49 and EDPS
Decision of 14 October 2022 amending the Rules of Procedure of the EDPS of 15 May 2020, 0J L 274, 24.10.2022, p. 78.

(*) EDPS Decision on DPIA lists issued under Articles 39(4) and (5) of Requlation (EU) 2018/1725, issued on 16 July 2019.

(*%) EDPS letter concerning a consultation on EASQ's social media monitoring reports, issued on 14 November 2019. See in a
similar case, EDPS Supervisory Opinion on the use of social media monitoring for epidemic intelligence purposes by the
European Centre for Disease Prevention and Control (ECDC'), issued on 9 November 2023.



https://www.edps.europa.eu/data-protection/our-work/publications/other-documents/2020-06-26-edps-rules-procedure-2020_en
https://www.edps.europa.eu/data-protection/our-work/publications/other-documents/2022-10-14-edps-rules-procedure-2022_en
https://www.edps.europa.eu/data-protection/our-work/publications/guidelines/data-protection-impact-assessment-list_en
https://www.edps.europa.eu/data-protection/our-work/publications/consultations/social-media-monitoring-reports_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/2023-11-09-opinion-use-social-media-monitoring-epidemic-intelligence-purposes-european-centre-disease-prevention-and-control_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/2023-11-09-opinion-use-social-media-monitoring-epidemic-intelligence-purposes-european-centre-disease-prevention-and-control_en
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launched an investigation in February 2019, in order to determine whether the
Parliament’s use of the website, and the related processing of personal data,
complied with the EUDPR. (*)

The EDPS' investigation into the European Parliament’s use of NationBuilder
resulted in the first ever EDPS reprimand issued to an EU institution, in
accordance with Article 58(2)(b) EUDPR, for a contravention by the Parliament
of Article 29 EUDPR, involving the selection and approval of sub-processors
used by NationBuilder. A second reprimand was subsequently issued by the
EDPS, after the Parliament failed to publish a compliant Privacy Policy for
the thistimeimvoting website within the deadline set by the EDPS.

The European Parliament responded promptly by implementing the EDPS
recommendations, including informing individuals of their revised intention
to retain personal data collected by the thistimeimvoting website until 2024.
The EDPS visited the European Parliament in November 2019, to check its data
retention procedures, and confirmed the deletion of data from over 260 000
users who had not accepted the updated privacy policy.

4.3. Moving to the cloud and international transfers

In 2020, the EDPS investigated the institutions’ use of Microsoft products and
services, and found a number of areas of non-compliance, including a lack of
control over the location of data processing and what data were transferred
out of the European Economic Area (‘'EEA’) (*). In a follow-up investigation
into the European Commission’s use of Microsoft Office 365, the EDPS found
infringements of key data protection rules related to purpose limitation,
international transfers and unauthorised disclosures of personal data. In its
decision, the EDPS imposed corrective measures on the Commission (8).

In addition, in 2022 the EDPS reprimanded the European Parliament for the use
of Google Analytics that resulted in transfers of personal data to the US without
appropriate safeguards (*9).

On 1 April 2022, the EDPS reprimanded the European Border and Coast
Guard Agency (‘Frontex’) for a breach of the EUDPR'’s rules on accountability,
responsibility as well as the legal obligation of data protection by design, for
having moved to a hybrid cloud consisting of Microsoft Office 365, Amazon
Web Services ((AWS') and Microsoft Azure. On top of the reprimand, the EDPS

(*) EDPS, EDPS investigates European Parliament's 2019 election activities and takes enforcement actions, Press Release, is-
sued on 28 November2019.

(*7) EDPS, Outcome of own-initiative investigations into EU institutions use of Microsoft products and services, Public Paper,
issued on 2 July 2020.

(*8) EDPS decision on the investigation into the European Commission’s use of Microsoft 365, issued on 8 March 2024

(*) EDPS Decision of the European Data Protection Supervisor in complaint case 2020-1013 submitted by Members of the Par-
liamentagainst the European Parliament, issued on 5 January 2022, see EDPS Annual Report 2022, p. 34.



https://www.edps.europa.eu/press-publications/press-news/press-releases/2019/edps-investigates-european-parliaments-2019_en
https://www.edps.europa.eu/data-protection/our-work/publications/investigations/outcome-own-initiative-investigation-eu_en
https://www.edps.europa.eu/data-protection/our-work/publications/investigations/2024-03-08-edps-investigation-european-commissions-use-microsoft-365_en
https://www.edps.europa.eu/system/files/2023-04/23-04-26_edps_ar_2022_annual-report_en.pdf
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ordered Frontex to review its Data Protection Impact Assessment and the
Record of Processing activities relating to the processing of personal data in
cloud services (*°).

Conversely, in a Decision published on 13 July 2023, the EDPS found that
the use of Cisco Webex videoconferencing and related services by the Court
of Justice of the European Union met the data protection standards of the
EUDPR (*'). The EDPS issued this decision on the basis of the revised agreement
between the Court and Cisco, which ensures that the processing of individuals’
personal data occurs only in the EEA, and the Court’s inclusion of technical
and organisational measures to prevent the risks associated with transfers of
personal data outside the EEA.

4.4. Supervising Europol

On 15 July 2022, the EDPS referred to Europol a breach of the amended
Europol Regulation following Europol’s failure to consult the EDPS before
adopting four Management Board decisions implementing Articles 18(2), 18(6),
18(6a) and 18a of the amended Europol Regulation. On 19 July 2022, the EDPS
also referred this matter to the European Parliament, as well as the Council and
the Commission, in accordance with Article 43(3)(g) of the amended Europol
Regulation and making use of this power for the first time.

On 16 September2022,the EDPSrequestedthe CourtofJustice ofthe European
Union ('CJEU’) to annul two provisions of the amended Europol Regulation (%2).
In the eyes of the EDPS, these new provisions, Articles 74a and 74b, have the
effect of legalising retroactively Europol’s practice of processing large volumes
of individuals’ personal data with no established link to criminal activity. This
type of personal data processing is something that the EDPS found to be
in breach of the Europol Regulation, which it made clear in its Order issued
on 3 January 2022 requesting Europol to delete concerned datasets within
a predefined and clear time limit (*3). This action represented the first time
that the EDPS took the European Parliament and the Council to the Court for
adopting legislation (**).

(%) EDPS Decision concerning the investigation into Frontex's move into the cloud, issued on 1 April 2022.

(*') EDPS Decision on the Court of Justice of the EU's request to authorise the contractual clauses between the Court of Justice
of the EU and Cisco Systems Inc. for transfers of personal data in the Court's use of Cisco Webex and related services, issued
on 13 July 2023.

(%2) EDPS, EDPS takes legal action as new Europol Requlation puts rule of law and EDPS independence under threat, Press
Release, issued on 22 September 2022.

(°%) EDPS Decision on the retention by Europol of datasets lacking data subjects categorisation, notified on 3 January 2022.

(**) The action was dismissed on grounds of inadmissibility with Order of the General Court of 6 September 2023, CEPD/Parlia-
mentand Council, T-578/22, ECLI:EU:T:2023:522; an appeal is pending with the Court of Justice of the EU, CEPD/Parliament
and Council, C-698/23 P.
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5. Outlook on the future of the EUDPR

A first evaluation of the EUDPR was carried out by the Commission in 2022 (%),
including on the basis of an EDPS contribution (*°). In its report, the Commission
expressed satisfaction with the working of the EUDPR. However, it suggested a
future amendment to the EUDPR to clarify the relationship of the chapter on law
enforcement to the other provisions of the Regulation and in this way to better
and more uniformly capture the EPPO, Europol, Eurojust, and Frontex, and the
operational data processed by them.

In the meantime, based on practical experience, the EDPS has underlined an
additional need for complementary detailed rules for cases where personal
data flows from Union institutions and bodies to other public bodies or
private entities within the EEA and vice-versa: data protection authorities
have encountered several obstacles to efficient cooperation and enforcement
between them, resulting in particular from a lack of clarity on the terms of
cooperation between the EDPS and national supervisory authorities(*’).

5.1. Concluding remarks

The EUDPR represents a significant evolution in the EU’s approach to data
protection by Union institutions and bodies, aiming to address the multifaceted
nature of privacyinthe digitalage more effectively. By building onthe foundation
of the GDPR and integrating additional provisions that reflect the realities of
electronic communications and the specific needs of law enforcement, the
EUDPR represent a more comprehensive framework for protecting individuals’
data protection rights.

However, this evolution also underscores the ongoing challenge of matching
the need for robust data protection with the practicalities of application and
enforcement. This in turn provides for a critical role of the EDPS in supervising
compliance and guiding future legislative changes.

(*) Communication from the Commission to the European Parliament and the Council First report on the application of the Data
Protection Regulation for European Union institutions, bodies, offices and agencies (Regulation 2018/1725), COM(2022)
530 final.

(°¢) EDPS Contribution to the Report on the application of Requlation (EU) 2018/1725, issued on 21 December 2021.

(*7) EDPS Contribution in the context of the Commission initiative to further specify procedural rules relating to the enforcement
of the General Data Protection Requlation, issued on 25 April 2023. See also EDPB-EDPS Joint Opinion 01/2023 on the
Proposal for a Requlation of the European Parliament and of the Council laying down additional procedural rules relating to
the enforcement of Requlation (EU) 2016/679, adopted on 19 September 2023, paragraphs 182-189.
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During the last 20 years, EU policy in the Area of Freedom, Security and
Justice ('AFSJ’) has been slowly taking shape. The EU data protection rules
for law enforcement evolved from a fragmented and unreadable landscape
under the Maastricht regime to the authoritative leadership of the Law
Enforcement Directive ('LED’) in the Lisbon era (section 1). In the field of
border management, EU large scale IT systems have developed to facilitate
data exchanges, culminating with the set-up of the Interoperability framework
(section 2). The supervision model has also evolved towards a full coordinated
supervision model, integrating both national and EU levels, with the EDPS
as the supervisor of AFSJ EU Agencies and bodies, with similar powers as
national Data protection Authorities. (Section 3). This Chapter chronicles the
development of the Area of Freedom, Security and Justice and the related
data protection challenges from these three perspectives.

1. From Maastricht to Lisbon: the emergence
of the Law Enforcement Directive

1.1. The three pillars and the unreadable legislative landscape

In the early nineties, the Maastricht Treaty built the European Union on
three pillars. Next to the existing supranational European Communities, two
intergovernmental policy areas formed the second and the third pillar of the

(*) Head of Sector Area of Freedom, Security and Justice, Supervision & Enforcement Unit, European Data Protection Supervisor.
The views expressed are solely those of the author and do not necessarily reflect those of the EDPS.

(**)Assistant Professor at the European Centre for Privacy and Cybersecurity (ECPC) at Maastricht University.

(***) European Commission official and postdoctoral researcher at the Vrije Universiteit Brussel. Information and views set out
in this article are those of the author and do not reflect the official opinion of the European Commission.
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EU: common foreign and security policy, and justice and home affairs ('). The
latter consisted of police cooperation and judicial cooperation in criminal
matters. Shortly thereafter, the EU adopted its first horizontal data protection
instrument, the Directive 95/46/EC. However, it was applicable only in the
first, Community pillar. On the other hand, the third pillar data protection was
structured around a series of separate sets of rules establishing a series of
actors (?). As stated by Hijmans and Scirocco, the regime is ‘best defined as a
patchwork of data protection regimes’, with 'no legal framework which is stable
and unequivocal, like Directive 95/46/EC in the First pillar’ (3).

For the entire duration of the Maastricht EU architecture, the legislator in
the third pillar invested heavily in the creation of sui generis data protection
rules, tailored for the purposes of a particular instrument. The legislator would
first detect a data protection instrument of general application, and then
create some specific data protection rules. For the activities on the margins
of competencies of law enforcement authorities (e.g. border management),
which were included in the first pillar, it was easy to find an instrument of
general application, since the EU had a horizontal data protection instrument
available - Directive 95/46/EC. However, for the core law enforcement activities
under the third pillar, the EU did not have such an instrument up until the very
end of the Maastricht regime when Framework Decision 2008/977/JHA was
adopted. The legislator had no real choice but to rely on the Council of Europe
instruments, in particular the Convention 108 and the Recommendation 87(15).
In order to fill the horizontal legislative void, the legislator resorted to two
legislative techniques, the combination of which became the law enforcement
data protection blueprint in the Maastricht EU: a) referring to Council of
Europe instruments -Convention 108 and the Recommendation 87(15), and/or
b) creating sui generis data protection rules for the purposes of an individual
legislative act.

The Maastricht Treaty not only created the EU and the third pillar, but also
envisaged institutionalising the third pillar activities through the creation of EU
law enforcement agencies. Europol was established for the police cooperation
and Eurojust for the judicial cooperation in criminal matters.

(") De Witte, B., 'ALegal Paradox of Maastricht: The Creation of the European Union’, in: Baroncelli, S., Spagnolo, C., Talani, L.S.
(eds.), Back to Maastricht. Obstacles to Constitutional Reform within the EU Treaty (1991-2007), Cambridge Scholars Publish-
ing, Newcastle, 2008.

(?) Seefurtherin Gonzalez Fuster, G., Paepe, P., 'Reflexive Governance and the EU Third Pillar: Analysis of Data Protection and
Criminal Law Aspects’ in: Geyer, F., Guild, E. (eds.) Security versus Justice? Police and Judicial Cooperation in the European
Union, Taylor and Francis, 2008, p. 129-150.

(%) Hijmans, H., Scirocco, A., ‘Shortcomings in EU Data Protection in the Third and the Second Pillars; Can the Lisbon Treaty be
Expected to help;" Common Market Law Review, Vol. 46(5), 2009, p. 1496.
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At the time, the Union institutions, bodies, offices and agencies were in a
situation comparable to the rest of the EU. They had a horizontal data protection
instrument for the first pillar, the Regulation (EC) No 45/2001 (*). This Regulation
was adoptedinordertolay downtheruleson personal data protection applicable
to Community institutions, bodies, offices and agencies. While building on the
principles of the Directive 95/46/EC (°), the different nature of the instrument
and its limited scope allowed the Regulation to introduce more precision and
additional safeguards compared to the Directive (¢). Moreover, it served as
a founding act establishing the European Data Protection Supervisor (EDPS) as
the data protection authority for Community institutions, bodies, offices and
agencies. In that context, Europol and Eurojust were left in a data protection
vacuum. Their founding acts had to come up with their own, standalone data
protection regimes and their own ad hoc supervisory authorities - Joint
Supervisory Bodies.

1.2. A glimmer of harmonisation hope: Framework Decision
2008/977/JHA

In 2005, the European Commission proposed a Council Framework Decision
on the exchange of information under the principle of availability, which was
never adopted. That proposal was one half of a package deal, coupled with the
Commission proposal for a Council framework decision on the protection of
personal data processed in the framework of police and judicial co-operation
in criminal matters (7). After three years of long and difficult negotiations, this
Decision was adopted in the zenith of the Maastricht era, to become Council
Framework Decision 2008/977 JHA (8). It was the only horizontal data protection
instrument adopted in the history of the third pillar.

The objective of the 2008 Framework Decision was to combine and render
more coherent the existing standards for data protection applicable in the
field of police cooperation and judicial cooperation in criminal matters.
The Commission proposal included similar principles and data subject rights
as those of Directive 95/46/EC and was intended to be applicable to processing
at both the national level and to cross-border data exchanges between the EU
law enforcement authorities. However, those initial drafts were watered down

(*) Regulation (EC) No 45/2001 of the European Parliament and of the Council of 18 December 2000 on the protection of indi-
viduals with regard to the processing of personal data by the Community institutions and bodies and on the free movement
of such data, 0J L 8,12.1.2001, p.1.

(°) Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the protection of individuals with
regard to the processing of personal data and on the free movement of such data, 0J L 281, 23.11.1995, p. 31.

(¢) For instance, specific rules on transmissions to recipients covered by the Directive, mandatory data protection officers,
central registers of processing operations held by each institution and body in a publicly accessible format. See further in
Schild, H.-H., Tinnefeld, M.-T., ‘Datenschutz in der Union-Gelungene oder missgliickte Gesetzentwiirfe?', Datenschutz und
Datensicherheit - DuD, Vol. 36(5), 2012, p. 312-317, p. 316.

(") COM(2005) 475 final.

(8) Council Framework Decision 2008/977/JHA of 27 November 2008 on the protection of personal data processed in the
framework of police and judicial cooperation in criminal matters, 0J L 350, 30.12.2008, p. 60.
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during the negotiations (°). The Council and the Multidisciplinary Group on
organized Crime, which assumed the drafting process of the 2008 Framework
Decision in 2006, were anything but strong supporters of strict data protection
rules in an area where the safeguarding of high security standards was the first

priority ('9).

Therefore, the final text of the Decision included numerous exemptions and had
a very limited scope of application ("). All the law enforcement data exchange
instruments (SIS, Priim, Swedish Initiative, Europol, Eurojust) were left intact.
They kept their sui generis data protection regimes and remained out of
scope of the Framework Decision. What is more, the horizontal effect of the
Framework Decision was severely undermined by limiting its application to a
specific type of processing: cross-border data exchanges between the Member
States’ law enforcement authorities (). ‘National’ processing of operational
law enforcement data was simply not covered. Hence, not much was de facto
left for the Framework Decision to regulate, and even then it had done a poor
job (). Substantively, the 2008 Framework Decision included a rudimental
set of data subject rights, including the right to receive compensation and the
right to judicial remedy, in Articles 16-20. However, those provisions contained
a number of exemptions and deferred significantly to applicable national law.
Furthermore, the 2008 Framework Decision subjected the processing falling
under its scope to the oversight of data protection supervisory authorities
(Article 25). However, the powers of those authorities were severely limited,
in particular their ‘effective powers of intervention’. As regards the rules on
international transfers or transmissions to private parties in Member States
(Articles 13 and 14), the 2008 Framework Decision recycled some solutions
from German data protection law (%) applicable at the time to its public sector.
Finally, the 2008 Framework Decision included a number of technical data
protection rules (e.g. on data security, logging and documentation) and basic
data protection principles, again, with a lot of deference to national law. It is not
surprising that, as soon as the Lisbon Treaty entered into force, some authors
warned that the 2008 Framework Decision, although brand new, already had
to be replaced by another instrument, because it had not fulfilled the criteria of
Article 16 TFEU ('®).

(°) Quintel, T., 'Data Protection, Migration and Border Control', The GDPR, the Law Enforcement Directive and Beyond, Vol. 17,
Bloomsbury Publishing, 2022, p. 98.

(") Bellanova, R., 'The ‘Priim process’: The way forward for EU police cooperation and data exchange? in: Guild, E., Geyer, F.,
(eds.), Security Vs. Justice? - Police and Judicial Cooperation in the European Union, Ashgate, 2008, p. 208.

(") Mitsilegas, V. 'The Third Wave of Third Pillar Law: Which Direction for EU Criminal Justice?’, European Law Review, Vol. 34,
2009, p. 559.

(") O'Neill, M., 'The issue of data protection and data security in the (pre-Lisbon) EU third pillar’, Journal of Contemporary Euro-
pean Research, Vol. 6, No. 2, p. 21.

(") On the shortcomings of the 2008 Framework Decision, see more in De Hert, P., Papakonstantinou, V., 'The data protection
framework decision of 27 November 2008 regarding police and judicial cooperation in criminal matters - A modestachieve-
ment however not the improvement some have hoped for', Computer Law & Security Review, Vol. 25, No. 5, p. 403-414.

(") See furtherin Schild, H.-H., Tinnefeld, M.-T., op. cit. (footnote 66).

(") Hijmans, H., Scirocco, A., op. cit. (footnote 3), p.1519.
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1.3. Lisbonisation and depillarisation of the EU data protection law

The 2009 Treaty of Lisbon, and in particular its reform of the EU architecture,
introduced major novelties relevant for EU data protection law. Firstly, the
Lisbon Treaty abolished the pillar structure and thus created an opportunity
for harmonisation of EU data protection rules. Secondly, it made the Charter
binding, embedded in EU primary law. The Charter explicitly provides for the
right to personal data protection in its Article 8 ('¢). The reformed EC Treaty,
now TFEU, introduced a very strong legal basis for EU to legislate in the area
of data protection, already mentioned Article 16. The latter established a clear
rule that the processing of personal data by Union institutions, bodies, offices
and agencies, and by the Member States when carrying out activities which fall
withinthe scope of Union law, and relating to the free movement ofsuch data, are
regulated under the ordinary legislative procedure exercised by the European
Parliament and the Council, aimed at ensuring the uniform application of rules
in all areas of EU law in relation to the processing of personal data.

At the same time, the Member States gathered in the Intergovernmental
Conference adopting the Treaty of Lisbon were eager to keep some of their
prerogatives stemming from the to-be-abandoned pillar structure, in particular
in the area of law enforcement. In relation to the processing of personal data,
the Conference declared that, ‘whenever rules on protection of personal data to
be adopted on the basis of Article 16 [TFEU] could have direct implications for
national security, due account will have to be taken of the specific characteristics
of the matter. It recalls that the legislation presently applicable (see in particular
Directive 95/46/EC) includes specific derogations in this regard’ (7). What
is more, the Intergovernmental Conference adopted the Declaration No
21, stating that ‘specific rules on the protection of personal data and the free
movement of such data in the fields of judicial cooperation in criminal matters
and police cooperation based on Article 16 of the Treaty on the Functioning of
the European Union may prove necessary because of the specific nature of these
fields' (®). This Declaration ultimately lead to a different set of data protection
rules, i.e. the LED and not the GDPR, to be applicable to law enforcement
authorities processing personal data for law enforcement purposes ().

(%) Onthe emergence of the fundamental right to personal data protection in the EU, see further Gonzalez Fuster, G., The Emer-
gence of Personal Data Protection as a Fundamental Right of the EU, Springer Science & Business, 2014.

("7) Consolidated versions of the Treaty on European Union and the Treaty on the functioning of the European Union Declaration,
0JC326,26.10.2012, p.347.

("®) Ibid.

(") As regards the former second pillar, i.e. the Common Foreign and Security Policy, Article 39 TEU made use of a derogation
foreseen in Article 16(2) TFEU in relation to CFSP and established a different regime for the processing of personal data by
the Member States when they carry out activities falling within the scope of CFSP. With regard to these issues, the Council is
empowered to adopt a decision on the regulation of the processing of personal data in the area of CFSP. However, until the
present day the Council has not adopted such a decision.
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1.4. 2012 Data Protection Reform Package

In January 2012, the European Commission presented a comprehensive pro-
posal for the review of the data protection framework in the European Un-
ion (?°). The review covered, on the one hand, the replacement of the Directive
95/46/EC with a Regulation as regards the general processing of personal data,
and, on the other hand, the replacement of the 2008 Framework Decision with
a Directive as regards the processing of personal data for law enforcement
purposes by competent authorities (?').

The new data protection architecture proposed by the Commission was
welcomed with mixed feelings. The EDPS and the Article 29 Working Party
('WP29') were concerned about the failure of the reform package to remedy the
lack of comprehensiveness of the EU data protection rules (?2). This was visible
in particular in the third pillar, where the proposal for what became Article 60 of
the Directive (EU) 2016/680 - LED - grandfathered the specific data protection
rules developed for inter alia abovementioned instruments like Schengen
Information System, Priim and Swedish Initiative, and thereby preserved a
certain level of fragmentation. In particular, the EDPS and the WP29 voiced
concerns regarding some aspects of the LED (*) proposal and where equally
disappointed that the law enforcement data processing would be regulated by
a Directive offering lower standards of protection and lesser harmonisation.

In any event, the adoption of the data protection reform was turbulentand long.
On 15 December 2015, after four years of negotiations, the Luxembourgish
Presidency of the Council and the European Parliament reached an agreement
on the text of both the GDPR and the LED. The legislative texts were formally
adopted in April 2016 and entered into force/application in May 2018.

The LED is the first piece of EU data protection legislation that is horizontally
applicable to all personal data processing activities by law enforcement
authorities, carried out for law enforcement purposes. As such, the LED was
specifically designed to ensure the protection of personal data in the law
enforcement context, while enabling LEAs to process and exchange personal
data in the digital era (). This is visible from the two principal objectives of
the LED: the increased level of fundamental rights protection in the area of
police and criminal justice, and the improved sharing of personal data between
the Member States, i.e. reliance on harmonised data protection rules (Article

(%) COM(2012)9 final, COM(2012) 10 final and COM(2012) 11 final.

(*") Fora critical view of this dual approach, see further in Kosta, E., 'A Divided European Data Protection Framework: A Critical
Reflection on the Choices of the European Legislator Post-Lisbon’, SSRN, 2021.

(*?) Article 29 Working Party Opinion 01/2012 on the Data Protection Reform Proposals, adopted on 23 March 2012.

(%) The purpose limitation principle, the processing of special categories of data, the data subject rights, the oversight exercised
by the supervisory authorities, and the rules on international transfers.

(**) See De Hert, P, &Sajfert, J., 'The role of the data protection authorities in supervising police and criminal justice authorities
processing personal data’ in: Briere, C., and Weyembergh, A. (eds.), The needed balances in EU Criminal law: Past, present
and future, Hart Publishing, 2017, p. 245.



https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2012/wp191_en.pdf
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1(2)). The LED is a major step forward in establishing a comprehensive EU data
protection regime, as the first horizontal and legally binding instrument laying
down the rules for national and cross-border processing of personal data in
the area of law enforcement (?°). Although the LED did not show the ambition
to consolidate the entire former third pillar data protection rulebook at once,
it was clear from the moment of the adoption that its gradual, mid-term goal
was to create a spill-over effect and become the standard for data protection
rules for law enforcement authorities in the EU. Article 62(6) of the LED tasked
the Commission to review, by May 2019, ‘other legal acts adopted by the Union
which regulate processing by the competent authorities ... in order to assess
the need to align them with this Directive and to make, where appropriate, the
necessary proposals to amend those acts to ensure a consistent approach to the
protection of personal data within the scope of this Directive’. In the meantime,
this exercise has almost been finalised. Sui generis rules have been gradually
replaced with reliance by references on the LED rules. References to the Council
of Europe instruments have been removed. Only two instruments are still not
revised: the EU PNR Directive (EU) 2016/681, which depends on the follow-up
to the CJEU judgment Ligue des droits Humains; and the alignment of the EU-
Japan Mutual Legal Assistance Agreement, which depends on international
negotiations, and not only on the EU itself.

Furthermore, the LED-lead consolidation had also a spill-over effect on the EU
law enforcement agencies and bodies Regulation (EU) 2018/1725 on processing
of personal data by Union institutions, bodies, offices and agencies (EUDPR)
includes Chapter IX (%) as ‘a Regulation within the Regulation’, the ‘LED within
the GDPR'. Chapter IX replicates the provisions of the LED, while the rest of
the Regulation replicates the GDPR provisions. And only Chapter IX, together
with Article 3 on definitions, applies to EU law enforcement agencies when
processing operational personal data.

1.5. Conclusion

The EU data protection rules for law enforcement evolved from a fragmented
and unreadable landscape under the Maastricht regime to the authoritative
leadership of the LED in the Lisbon era. The LED achieved an unprecedented
level of completeness, thoroughness, and harmonisation in Member States,
where its transposition has been completed. What is more, the LED succeeded
where its predecessor FD failed: the LED rules kick-started the harmonisation
of data protection rules in the entire former third pillar of the EU. By doing so,
the LED became the golden standard for data protection in law enforcement.

(*) Marquenie, T., 'The Police and Criminal Justice Authorities Directive: Data protection standards and impact on the legal
framework’, Computer Law & Security Review, Vol. 33, No. 3, p. 325.

(%) Processing of operational personal data by Union bodies, offices and agencies when carrying out activities which fall within
the scope of Chapter 4 or Chapter 5 Of Title V Of Part Three TFEU.
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2. AFSJ as an interconnected ecosystem for
border management

2.1. Interoperability of AFSJ databases and
EU Large-Scale IT Systems

The concept to create an interconnected ecosystem of EU databases to make
betteruse oftheinformationstoredinseparate systemsdatesbackto 2005, when
the Commission called for enhanced synergies among European databases
in the area of Justice and Home Affairs (). The Communication followed the
Hague Programme, and the ‘principle of availability’, in a period that marked
the beginning of a move towards a more integrated management of the EU'’s
external borders (?%). The control of the external borders to better manage
migration flows, to contribute to the prevention of terrorism (?) and organised
crime led to a general rise in security measures, including the introduction of
biometric passports (3%), the establishment of the Frontex Agency (*') and the
abovementioned intention to improve the use of information stored in separate
EU databases.

At that time, the operational databases were the Visa Information System
('VIS"), Eurodac and the Schengen Information System ('SIS"). These large-scale
databasesweresetup atEU levelto deal with mattersrelatedtothe administration
of Schengenvisas, asylum applicationsand the EU’sinternal security respectively.
Each of these databases was established to serve a specific purpose, each
having associated retention periods for information stored and strict conditions
for competent authorities to access the data. Interoperability, on the other
hand, refers to the functionality of enabling the sharing of information between
different systems, creating new processing operations and additional access
opportunities for relevant authorities (32). Already in 2006, the EDPS warned that
interoperability would risk paving the way for subsequent calls to diminish legal
requirements limiting the use of the EU databases, making it easier to utilize the
data stored therein and, therefore, would involve political choices rather that
purely technical ones (*).

(*7) European Commission, Communication from the Commission to the Council and the European Parliament on improved
effectiveness, enhanced interoperability and synergies among European databases in the area of Justice and Home Affairs,
COM(2005) 597 final.

(**) European Commission, Communication from the Commission to the Council and the European Parliament, towards Inte-
grated Management of the External Borders of the Member States of the European Union, COM(2002) 233 final, p. 2.

(¥) In this context, the Madrid and London bombings in 2004 and 2005 respectively.

(*%) Council Regulation (EC) No 2252/2004 of 13 December 2004 on standards for security features and biometrics in passports
and travel documents issued by Member States, 0J L 385, 29.12.2004, p. 1.

(*) Council Regulation (EC) No 2007/2004 of 26 October 2004 establishing a European Agency for the Management of Opera-
tional Cooperation at the External Borders of the Member States of the European Union, 0J L 349, 25.11.2004, p. 1.

(*2) EDPS work on interoperability. Also see: EDPS, Comments on the Communication of the Commission on interoperability of
European databases, issued on 10 March 2006, p. 2.

(*) Ibid.



https://www.edps.europa.eu/data-protection/our-work/subjects/interoperability_en
https://www.edps.europa.eu/data-protection/our-work/publications/comments/interoperability-databases_en
https://www.edps.europa.eu/data-protection/our-work/publications/comments/interoperability-databases_en
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The next steps in the EU’s integrated border management (**) materialised in
2013, when the Smart Borders Package was proposed. The package consisted
of an Entry/Exit System to replace the procedure of manually stamping the
passports of Third Country Nationals (TCNs) when crossing Schengen borders
and a Registered Traveller Programme (‘RTP’) to give frequent third-country
travellers the option of pre-screening (*°). In his Opinion on the Smart Borders
Package, the EDPS underlined that the question of necessity should be
analysed in the broader context of large scale IT systems (*¢), which should only
be created to support an established EU policy (*¥’). In 2015, the proposals were
withdrawn because of significant concerns voiced by the co-legislators and the
Commission announced their revision (%8).

However, in 2016, following the so-called migration crisis and terrorist attacks
in various Member States, two new proposals for an Entry Exit System () and
for a European Travel Information and Authorisation System (‘'ETIAS’) (*°) were
introduced. While both systems’ primary objective was of a border control
nature, competent law enforcement authorities were granted access to stored
information under certain conditions. Already at that time, the EDPS observed
thatmigration managementand security purposes were increasingly associated
in the context of access to existing and systems for law enforcement purposes
or extending the competences of existing bodies, such as Frontex (*1).

Simultaneously, amendments to the Eurodac (in May 2016) and the SIS (in
December 2016) were proposed and, in 2017, a proposal on the European
Criminal Records Information System for third country nationals and stateless
persons ('ECRIS-TCN’) followed.

(%) See European Commission, Communication from the Commission to the European Parliament, the Council, the European
Economic and Social Committee and the Committee of the Regions Preparing the next steps in border management in the
European Union, COM(2008) 69 final.

(%) European Parliament legislative train schedule, Entry/Exit System (2013 Smart Borders Package).

(%) EDPS Opinion on the Proposals for a Requlation establishing an Entry/Exit System (EES) and a Requlation establishing a
Registered Traveller Programme (RTP), issued on 18 July 2013, paragraph 32.

(*) Ibid, paragraph 28.

(%) European Parliament legislative train schedule, Entry/Exit System (2013 Smart Borders Package).

(*) Proposal for a Regulation of the European Parliament and of the Council stablishing an Entry/Exit System (EES) to register
entry and exit data and refusal of entry data of third country nationals crossing the external borders of the Member States
of the European Union and determining the conditions for access to the EES for law enforcement purposes and amending
Regulation (EC) No 767/2008 and Regulation (EU) No 1077/2011, COM(2016)194 final.

(*) Proposal for a Regulation of the European Parliament and of the Council establishing a European Travel Information and
Authorisation System (ETIAS) and amending Regulations (EU) No 515/2014, (EU) 2016/399, (EU) 2016/794 and (EU)
2016/1624, COM(2016) 731 final.

(*) EDPS Opinion 3/2017 on the Proposal for a European Travel Information and Authorisation System (ETIAS), issued on 6
March 2017, paragraph 14.



https://www.europarl.europa.eu/legislative-train/package-2013-smart-borders-package/file-entryexit-system-(2013-smart-borders-package)
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/entryexit-system-ees-and-registered-traveller_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/entryexit-system-ees-and-registered-traveller_en
https://www.europarl.europa.eu/legislative-train/package-2013-smart-borders-package/file-entryexit-system-(2013-smart-borders-package)
https://www.edps.europa.eu/sites/default/files/publication/17-03-070_etias_opinion_en.pdf
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2.2. The interoperability regulations

At the end of 2017, two regulations were proposed to establish the interoper-
ability of the above systems and to close the alleged information gaps about
travellers, visa applicants, asylum seekers and criminals. Both proposals were
adopted in May 2019 (*?).

In his Opinion on the interoperability proposals from April 2018, the EDPS called
the EU legislator’s decision to render the large-scale IT systems interoperable a
‘point of no return’ (*3). Interoperability would fundamentally change the current
architecture of AFSJ large-scale IT-systems and introduce a shift from separated
silos to an interconnected framework, where personal data will be stored on
a centralized basis. It will provide a search infrastructure to simultaneously
query the underlying databases, and will allow direct access by designated
national authorities such as border guards, visa and asylum authorities, and
law enforcement authorities, as well as EU Agencies such as Frontex and
Europol. In addition, the system stores the biometric data from the underlying
databases and serves as a platform to automatically match them to carry out a
risk assessment of all third country nationals who (intend to) enter the Schengen
Area (*4).

Inthe meantime, becausetheinteroperableframeworkrequiredamendmentsto
the underlying systems and in order to make them interoperable amongst each
other, changes were proposed by introducing consequential amendments (*°),

(*2) Regulation (EU) 2019/817 on establishing a framework for interoperability between EU information systems in the field
of borders and visa and amending Regulations (EC) No 767/2008, (EU) 2016/399, (EU) 2017/2226, (EU) 2018/1240, (EU)
2018/1726 and (EU) 2018/1861 of the European Parliament and of the Council and Council Decisions 2004/512/EC and
2008/633/JHA, 0J L 135, 22.5.2019, p. 27 and Regulation (EU) 2019/818 on establishing a framework for interoperability
between EU information systems in the field of police and judicial cooperation, asylum and migration and amending Regu-
lations (EU) 2018/1726, (EU) 2018/1862 and (EU) 2019/816, 0J L 135, 22.5.2019, p. 85.

(*3) EDPS Opinion 4/2018 on the Proposals for two Requlations establishing a framework for interoperability between EU large-
scale information systems, issued on 16 April 2018, p. 3.

(*) Quintel, T., Data Protection, Migration and Border Control. The GDPR, the Law Enforcement Directive and Beyond, Hart Pub-
lishing, 2022.

(**) Regulation (EU) 2021/1133 of the European Parliament and of the Council of 7 July 2021 amending Regulations (EU) No
603/2013, (EU) 2016/794, (EU) 2018/1862, (EU) 2019/816 and (EU) 2019/818 as regards the establishment of the conditions
for accessing other EU information systems for the purposes of the Visa Information System, 0J L 248, 13.7.2021, p. 1; Regu-
lation (EU) 2021/1134 of the European Parliament and of the Council of 7 July 2021 amending Regulations (EC) No 767/2008,
(EC)No 810/2009, (EU) 2016/399, (EU) 2017/2226, (EU) 2018/1240, (EU) 2018/1860, (EU) 2018/1861, (EU) 2019/817 and (EU)
2019/1896 of the European Parliament and of the Council and repealing Council Decisions 2004/512/EC and 2008/633/JHA,
forthe purpose of reforming the Visa Information System, 0J L 248, 13.7.2021, p. 11; Regulation (EU) 2021/1151 of the Europe-
an Parliamentand of the Council of 7 July 2021 amending Regulations (EU) 2019/816 and (EU) 2019/818 as regards the estab-
lishment of the conditions for accessing other EU information systems for the purposes of the European Travel Information and
Authorisation System, 0J L 249, 14.7.2021, p. 7; and Regulation (EU) 2021/1152 of the European Parliament and of the Council
of 7 July 2021 amending Regulations (EC) No 767/2008, (EU) 2017/2226, (EU) 2018/1240, (EU) 2018/1860, (EU) 2018/1861
and (EU) 2019/817 as regards the establishment of the conditions for accessing other EU information systems for the purposes
of the European Travel Information and Authorisation System, 0J L 249, 14.7.2021, p. 15.



https://www.edps.europa.eu/sites/default/files/publication/2018-04-16_interoperability_opinion_en.pdf
https://www.edps.europa.eu/sites/default/files/publication/2018-04-16_interoperability_opinion_en.pdf
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an adjusted Eurodac proposal (*¢) and numerous implementing and delegated
acts. The EDPS issued formal comments for approximately 70 of those
acts, shedding light on some of the issues such as the ETIAS watchlist (+7),
comparisons of datasets in the interoperable system against Interpol and
Europol data (*8), questions of data ownership and log security (*), or data
inaccuracies in the system (°).

While the date for the operationalisation of the complete interoperable system
is anticipated for mid-2024 until the end of 2026 (*), it is important to recognise
thatinteroperability in its current form is by no means a final product, but rather
an extendable toolbox, as the EDPS predicted already in 2018 (). In that light,
additional legislation was proposed to expand the interoperable system's
functionalities. The Prim Il Regulation, which will connect the interoperable
framework with an infrastructure to be utilised for automated searches of
police records indexes (%), or the screening regulation that will introduce a
pre-screening for (almost) anyone arriving at an EU borders irregularly and
for which a political agreement was found in December 2023 (**) are only two
examples of such expansion.

(*) Amended proposal for a Regulation of the European Parliament and of the Council on the establishment of ‘Eurodac’ for
the comparison of biometric data for the effective application of Regulation (EU) XXX/XXX [Regulation on Asylum and
Migration Management] and of Regulation (EU) XXX/XXX [Resettlement Regulation], for identifying an illegally staying
third-country national or stateless person and on requests for the comparison with Eurodac data by Member States law
enforcement authorities and Europol for law enforcement purposes and amending Regulations (EU) 2018/1240 and (EU)
2019/818, COM(2020) 614 final.

(*7) EDPS, Formal comments on the Draft Commission Implementing Decision defining the technical specification of the ETIAS
watchlistand of the assessment tool, issued on 22 January 2021.

(*) EDPS, Formal comments on the draft Commission Delegated Decision on supplementing Requlation (EC) No 767/2008 and
of the Council concerning the Visa Information System (VIS) and the exchange of information between Member States on
short-stay visas, long-stay visas and residence permits with a manual laying down the procedures and rules necessary for
queries, verifications and assessments, issued on 13 September 2023.

(*) EDPS, Formal comments on the draft Commission Implementing Decision on the rules on the operation of the public web-
site and the app for mobile devices, pursuant to Article 16(10) of Requlation (EU) 2018/1240 of the European Parliament
and of the Council, issued on 4 September 2020.

(*%) EDPS, Formal comments on the draft Commission Implementing Decision on measures for accessing, amending, erasing
and advance erasing of data in the ETIAS Central System, issued on 22 January 2021.

(*") European Council/Council of the European Union, IT systems to fight crime and secure EU borders. While the upgraded ver-
sion of the SIS became operational in March 2023, the EES will be ready to enter into operation in autumn 2024 and ETIAS
will be operational by spring 2025, according to an updated plan agreed upon by the JHA Council in October 2023. With re-
gard to Eurodac and VIS, the operationalisation of theiramended versions and inclusion in the interoperability framework
isnotyet clear, as parts of the VIS amendments depend on a Commission decision and the amendments regarding Eurodac
were only agreed by the co-legislators in December 2023. Personal data contained in the SIS Il will not be directly linked to
the interoperability components, asthe SISl also includes the personal data of EU citizens, while the interoperable system
is to only include the personal data of TCNs. Nevertheless, personal data in the SIS I1l will be searchable via the ESP.

(°2) EDPS Opinion 4/2018 on the Proposals for two Requlations establishing a framework for interoperability between EU large-
scale information systems, issued on 16 April 2018, p. 20, paragraph 144.

(%) European Council/Council of the European Union, Council and EU Parliament reach deal to advance police cooperation in
Europe, Press release. See EDPS Opinion 4/2022 on the Proposal for a Requlation on automated data exchange for police
cooperation ("Priim I1"), issued on 2 March 2022.

(**) European Commission, Historic agreement reached today by the European Parliament and Council on the Pact on Migra-
tion and Asylum. See: EDPS Opinion 9/2020 on the New Pact on Migration and Asylum, issued on 30 November 2020.



https://www.edps.europa.eu/data-protection/our-work/publications/comments/edps-formal-comments-draft-commission-implementing-7_en
https://www.edps.europa.eu/data-protection/our-work/publications/comments/edps-formal-comments-draft-commission-implementing-7_en
https://www.edps.europa.eu/data-protection/our-work/publications/formal-comments/2023-09-13-edps-visa-information-system-vis_en
https://www.edps.europa.eu/data-protection/our-work/publications/formal-comments/2023-09-13-edps-visa-information-system-vis_en
https://www.edps.europa.eu/data-protection/our-work/publications/formal-comments/2023-09-13-edps-visa-information-system-vis_en
https://www.edps.europa.eu/data-protection/our-work/publications/formal-comments/2023-09-13-edps-visa-information-system-vis_en
https://www.edps.europa.eu/data-protection/our-work/publications/comments/commission-implementing-decision-rules-operation_en
https://www.edps.europa.eu/data-protection/our-work/publications/comments/commission-implementing-decision-rules-operation_en
https://www.edps.europa.eu/data-protection/our-work/publications/comments/commission-implementing-decision-rules-operation_en
https://www.edps.europa.eu/data-protection/our-work/publications/comments/formal-comments-measures-accessing-amending-erasing_en
https://www.edps.europa.eu/data-protection/our-work/publications/comments/formal-comments-measures-accessing-amending-erasing_en
https://www.consilium.europa.eu/en/policies/it-systems-security-justice/
https://www.edps.europa.eu/sites/default/files/publication/2018-04-16_interoperability_opinion_en.pdf
https://www.edps.europa.eu/sites/default/files/publication/2018-04-16_interoperability_opinion_en.pdf
https://www.consilium.europa.eu/en/press/press-releases/2023/11/20/council-and-eu-parliament-reach-deal-to-advance-police-cooperation-in-europe/
https://www.consilium.europa.eu/en/press/press-releases/2023/11/20/council-and-eu-parliament-reach-deal-to-advance-police-cooperation-in-europe/
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/proposal-regulation-european-parliament-and-council_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/proposal-regulation-european-parliament-and-council_en
https://home-affairs.ec.europa.eu/news/historic-agreement-reached-today-european-parliament-and-council-pact-migration-and-asylum-2023-12-20_en
https://home-affairs.ec.europa.eu/news/historic-agreement-reached-today-european-parliament-and-council-pact-migration-and-asylum-2023-12-20_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/new-pact-migration-and-asylum_en
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A. Purpose limitation

The complexity that the interoperability regulations add to the already
complicated system of EU databases, the intertwinedness that new forms of
cooperation between authorities at national and EU level will bring about,
and the broadened mandate that EU Agencies obtained to process personal
data of third country nationals for a variety of purposes, stands at odds with
some of the most important data protection principles. Already in 2017, the
EDPS argued that the EU legislator appeared to follow an increasing trend of
addressing security and migration management purposes jointly, withouttaking
into account the substantial distinctions between these two policy areas. This
would have a significant impact on the right to the protection of personal data,
since various kinds of data, collected initially for very different purposes, would
become accessible to a broader range of public authorities (**). According to
the EDPS, interoperability must be implemented with due respect for data
protection principles and in particular the purpose limitation principle (*¢), as
a clear definition of the purposes is not only essential to ascertain what data
are needed for a specific processing operation and to achieve an objective,
but also to help establish safeguards and in assessing both necessity and
proportionality of such processing operation (*’). General policy objectives such
as streamlining law enforcement access to non-law enforcement information
systems or providing a solution to detect and combat identity fraud would not
necessarily equal purposes of data processing under data protection law (°8).

By streamlining law enforcement access to non-law enforcement databases
that hold information concerning third country nationals, interoperability not
only changed the initial purpose of the underlying databases more drastically
than previous revisions of their founding acts. The interoperability regulations
substantially elevated the ancillary objective of these databases (the fight
against serious crime). Against that background, the EDPS pointed out that
convincing evidence to support the necessity of Europol access to travellers’
data was missing and stressed that necessity and proportionality of new
schemes are to be assessed in the specific case of third country nationals who
are legally visiting and entering the EU (*7).

(%) EDPS Opinion 3/2017 on the Proposal for a European Travel Information and Authorisation System (ETIAS), issued on 6
March 2017, p. 3.

(*¢) EDPS, Comments on the Communication of the Commission on interoperability of European data bases, issued on 10 March
2006, p. 3.

(°7) EDPS, Reflection paper on the interoperability of information systems in the Area of Freedom, Security and Justice, issued
on 17 November 2017, paragraph 16.

(°8) Ibid, paragraphs 12 and 13.

(%) EDPS Opinion 3/2017 on the Proposal for a European Travel Information and Authorisation System (ETIAS), issued on 6
March 2017, paragraph 119.



https://www.edps.europa.eu/data-protection/our-work/publications/opinions/european-travel-information-and-authorisation-system_en
https://www.edps.europa.eu/data-protection/our-work/publications/comments/interoperability-databases_en
https://www.edps.europa.eu/data-protection/our-work/publications/papers/reflection-paper-interoperability-information-systems_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/european-travel-information-and-authorisation-system_en
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B. Actors and roles

The growing involvement of EU Agencies in the processing of personal
data of third country nationals may also raise concerns regarding the data
protection rules applicable to EU Agencies, as certain provisions leave room
for interpretation. For instance, the establishment of new systems and the
forthcoming operationalisation of interoperability will add changes regarding
the way in which Frontex may access the operational and forthcoming
databases. In that regard, the EDPS made clear that any activity by Frontex in
relation to the prevention, detection and investigation of criminal offences is
secondary and should be carried out primarily as a form of supportto Europol,
Eurojust and Member States’ competent authorities (¢°).

Additional EU Agencies such as Europol, eu-LISA and, to a more limited
extend, Eurojust and the European Union Agency for Asylum ('EUAA’), will
be granted access to the personal data of third country nationals stored
in the interoperability components, which also raises questions related
to joint control. This was already highlighted by the EDPS in 2017, when he
recommended a more accurate description of the division of roles between
Frontex and eu-LISA, including their designation as joint controllers where
appropriate (*'). Most importantly, the EDPS recalled that the concept of
controllership must be based on a factual analysis. For that reason, he
recommended clearly designating joint controllers, each with their clearly
defined tasks and responsibilities (¢?).

The inclusion of the EU-level Agencies is also relevant because discrepancies
may arise in the context of interoperability where systematic data exchanges
take place between actors atdifferentlevelsthatapply different data protection
regimes. Furthermore, certain EU Agencies increasingly collect and generate
personal data themselves through their own data analyses. On the one hand,
this makes it difficult for data subjects to comprehend how their personal data
are processed. On the other hand, the interoperable data flows contribute to
challenges that already exist with regard to supervision.

(¢%) EDPS Supervisory Opinion on the rules on processing of operational personal data by the European Borderand Coast Guard
Agency (Frontex) (Case 2022-0147), issued on 7 June 2022, paragraph 15.

(') EDPS Opinion 3/2017 on the Proposal for a European Travel Information and Authorisation System (ETIAS), issued on 6
March 2017, paragraph 87.

(¢?) EDPS Opinion 4/2018 on the Proposals for two Requlations establishing a framework for interoperability between EU large-
scale information systems, issued on 16 April 2018, paragraph 107. Also see EDPS, Formal comments on the draft Commis-
sion Implementing Decision on the rules on the operation of the public website and the app for mobile devices, pursuant to
Article 16(10) of Regulation (EU) 2018/1240 of the European Parliament and of the Council, issued on 4 September 2020.



https://www.edps.europa.eu/data-protection/our-work/publications/opinions/2022-06-07-edps-opinion-rules-processing-operational-personal-data-frontex_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/2022-06-07-edps-opinion-rules-processing-operational-personal-data-frontex_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/european-travel-information-and-authorisation-system_en
https://www.edps.europa.eu/sites/default/files/publication/2018-04-16_interoperability_opinion_en.pdf
https://www.edps.europa.eu/sites/default/files/publication/2018-04-16_interoperability_opinion_en.pdf
https://www.edps.europa.eu/data-protection/our-work/publications/comments/commission-implementing-decision-rules-operation_en
https://www.edps.europa.eu/data-protection/our-work/publications/comments/commission-implementing-decision-rules-operation_en
https://www.edps.europa.eu/data-protection/our-work/publications/comments/commission-implementing-decision-rules-operation_en
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C. Data subject rights and supervision

While understanding the interoperable system is already challenging for
experts working in the field of EU databases, one can only imagine the
difficulties that third country nationals would experience trying to understand
the interconnected regime of databases, how to exercise their rights, or what
negative consequences they might face due to wrong matches in the system.
This could lead to a situation where the increased connectivity of EU databases,
allowing more authorities to have access to the systems, while those whose data
are stored in the databases might be less and less capable of understanding
and exercising their data subject rights (¢3).

Therefore, compliance with the data protection principles to ensure clearly
defined processing activities that are subject to strict supervision are of utmost
importance to uphold fundamental rights standards.

However, where data exchanges take place at different levels and between
different agencies that apply different data protection regimes and are subject
to different rules on supervision, the powers of the EDPS may be undermined
once another authority subsequently processes certain operational personal
data. Not only will it be more challenging for national DPAs and the EDPS to
supervise the increased data exchanges. In addition, the high standards that
exist under one data protection instrument may be undermined where another
data protection regime includes different, less strict rules, which could be
circumvented by exchanging those data.

Therefore, supervisory authorities should be able to follow data flows between
the different authorities instead of considering each specific controller
separately. In order to achieve an effective supervision of the complex network
of differentactors, closer cooperation between national supervisory authorities
and the EDPS is of utmost importance to better comprehend the steps behind
certain decision-making processes and to handle data subject requests
effectively (¢4). With the blurred lines between migration and security leading
to the obscuring of different purposes and the dilution of responsibilities
between different actors, it will be challenging for supervisory authorities to
get a concrete picture of processing activities and hence, the risks involved
for data subjects. Just like the merging of previously disconnected AFSJ
databases under the interoperability regulations, and the increased exchanges
of personal data between different authorities, supervisory authorities should
gain a better overview of the connected systems to be able to provide more
effective supervision (¢°).

(%%) Quintel, T., Why should we care about the Privacy of Asylum Seekers?, Migration Policy Centre blog.
() Quintel, T., Data Protection, Migration and Border Control. The GDPR, the Law Enforcement Directive and Beyond, op. cit.
(footnote 44), p. 87.

(¢%) Coudert, F., in the panel ‘Checks and balances in the AFSJ: rethinking governance’, Computers, Privacy and Data Protection
Conference 2019.


https://migrationpolicycentre.eu/data-privacy-of-asylum-seekers/
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2.3. The important role of the EDPS

Interoperability will drastically change the way in which competent authorities
can access, retrieve and process the personal data stored in the EU databases.
The interoperable system abandons the traditional silo-based approach,
pursuantto which these databases were set up according to specific purposes,
with precise time limits and strict access conditions. The proliferation of
new systems and the interoperability framework signify a paradigm shift by
streamlining law enforcement access to non-law enforcement databases and
abolishing important safeguards that were inherent when initially setting up
the operational systems.

In a world where more and more data are being used to analyse the movement
of individuals, connecting information from different sources on a systematic
basis may be a logical step so as to carry out such analyses more effectively.
In addition, interoperable databases allow immediate data exchanges that are
intended to facilitate and streamline decision-making by digital means (¢).
However, the question is whether this is done in the right way and in a necessary
and proportionate manner. Importantly, these developments must be subject
to control by an independent authority, in line with the EU Charter.

3. Supervising the Area of Freedom, Security
and Justice

3.1. Ensuring respect for fundamental rights and freedoms while
guaranteeing EU public security

Since the Stockholm Program, the AFSJ was conceived as a single area in which
fundamental rights and freedoms are protected (¢’). Respect for the human
person and human dignity and for the other rights set out in the Charter of
Fundamental Rights of the European Union and the European Convention for
the protection of Human Rights and fundamental freedoms were identified
as EU core values. This was reflected in secondary legislation, where multiple
references were made to the need of the EU Agencies and Bodies to perform
their task in full respect with fundamental rights (¢8).

(%) See EDPS, Reflection paper on the interoperability of information systems in the Area of Freedom, Security and Justice,
issued on 17 November 2017.

(7) The Stockholm Programme — An open and secure Europe serving and protecting citizens, 0J C 115, 4.5.2010, p. 1.

(%) See forexample Regulation (EU) 2019/1896 of the European Parliamentand of the Council of 13 November 2019 on the Eu-
ropean Border and Coast Guard and repealing Regulations (EU) No 1052/2013 and (EU) 2016/1624, 0J L 295, 14.11.2019,
p. 1, where the reference to fundamental rights appears more than 200 times.



https://www.edps.europa.eu/data-protection/our-work/publications/papers/reflection-paper-interoperability-information-systems_en
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The EDPS is tasked with monitoring and ensuring compliance with all
provisions concerning data protection. According to Article 1 of the EUDPR,
this Regulation lays down rules relating to the protection of natural persons
with regard to the processing of personal data by the Union institutions and
bodies. By doing so, it protects fundamental rights and freedoms of natural
persons and in particular their right to the protection of personal data. The
EDPS thus participates to operationalising the protection of fundamental
rights of individuals in the AFSJ by ensuring data protection compliance.

AFSJ Agencies, Bodies and Offices (%), while all tasked with the protection of
EU public security in the broad sense (with the exception of the EU Agency for
Asylum), operate in different fields whose specificities should be taken into
account (law enforcement, criminal justice, border management). Their data
processing activities all have a high impact on individuals’ rights and freedoms
such as the right to fair trial, the right to non-discrimination or the right to
asylum and relate to individuals who are in a vulnerable position (people on
the move, people under criminal investigations).

When supervising the AFSJ, the EDPS must take into account these different
realities, the different fundamental rights impacted by personal data process-
ing activities and the need to protect other public order interests. The use of
supervisory powers will rarely be limited to a literal implementation of the law
and thus implies a certain degree of balancing between the different interests
at stake. The EDPS performs such balancing exercise in view of the greater
goal of protecting individuals’ dignity and freedom.

To realise its mission, the EDPS is given a supervisory toolbox, which includes
advisory, investigative and corrective powers. The granting of investigative
and corrective powers to the EDPS, when instated as supervisor of AFSJ
Agencies, Bodies and Offices, has marked a turning point in the supervision
model of these Agencies, which were previously subject to the supervision
by Joint Supervisory Bodies composed of representatives of national data
protection authorities, with no corrective powers. The EDPS is tasked not only
with providing advice to controllers and data subjects but also with monitoring
and enforcing the data protection provisions where a breach is identified.
This aligns the position of the EDPS with national supervisory authorities under
the LED and with the general data protection regime under the GDPR and
the EUDPR.

(¢%) AFSJ Agencies, Bodies and Offices refer to the European Union Agency for Law Enforcement Cooperation (‘Europol’), Eu-
ropean Union Agency for Criminal Justice Cooperation ('Eurojust’), the European Public Prosecutor’s Office ('EPPQ’), the
European Border and Coast Guard ('Frontex’), the European Union Agency for Asylum ('EUAA’) and the European Union
Agency for the Operational Management of Large-Scale IT Systems in the Area of Freedom, Security and Justice (‘eu-LISA').
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Another specificity for the supervision of the AFSJ comes from the fact that
national and EU levels are closely intertwined, resulting in complex data flows
where personal data are collected at national level to be further shared with
Agencies, Bodiesand Offices. These, inturn, enrich and furthershare these data
to competentauthorities at both EU and national levels. All these authorities are
subject to different legal frameworks and to different supervisory authorities.
It thus appears paramount that for the supervision to be efficient, the EDPS
and national supervisory authorities must closely cooperate, adding another
layer of complexity.

Since 2017, the EDPS has progressively taken up the mantle of its new role
of supervisor of AFSJ Agencies, Bodies and Offices. In May 2017, the EDPS
became the supervisor of Europol. In 2020, it gained new supervisory powers
over Eurojust and EPPO, while the reform of the Frontex Regulation in 2019 (7°)
substantially transformed the Agency from a merely supportive role to a more
active role in the EU Integrated Border Management continuum, and the
large-scale deployment of Standing Corps on the ground, calling for a new
type of supervision. The EDPS took stock of this evolution and highlighted
in its Strategy for 2020-2024 the challenges that the patchwork of measures
in the areas of police and judicial cooperation and border management
was creating for its supervisory and enforcement powers (’'). In order to
address this challenge, the EDPS committed to identify discrepancies in the
standards of data protection within EU law in the AFSJ and to enforce the
rules consistently as a way to actively promote justice and the rule of law and
a vision of digitalisation that enables us to value and respect all individuals. In
2021, the EDPS decided to create a dedicated Sector within the Supervision &
Enforcement Unit, tasked with monitoring this Area.

The past five years have been devoted to establishing the EDPS in this new
role of supervisor of AFSJ Agencies, Bodies and Offices, building a strong
expertise in the field, putting the emphasis on cooperation with the Agencies
and Bodies, in particular with their Data Protection Officers ('DPOs’), but also
enforcing the law where necessary. To that end, efforts have concentrated on
three main lines: 1) shedding light on an opaque environment through on-
site visits, audits and providing advice; 2) monitoring and enforcing the law in
case of breach; 3) fostering coordinated supervision with national supervisory
bodies to ensure an efficient end-to-end supervision.

(") Regulation (EU) 2019/1896 of the European Parliament and of the Council of 13 November 2019 on the European Border
and Coast Guard and repealing Regulations (EU) No 1052/2013 and (EU) 2016/1624, 0J L 295, 14.11.2019, p. 1.

(7") EDPS Strateqy 2020-2024: Shaping a Safer Digital Future, issued on 30 June 2020.



https://www.edps.europa.eu/data-protection/our-work/publications/strategy/edps-strategy-2020-2024-shaping-safer-digital-future_en
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3.2. Shedding light on an opaque environment

The first challenge posed by the supervision of personal processing by AFSJ
Agencies, Bodies and Offices isto monitor an area that has long operated under
a high level of opacity due to the imperative to protect EU public security. One
of the first missions of the EDPS is thus to lift the veil of opacity in order to be
able to advise about compliance with the data protection framework and alert
about data processing activities with a high impact on individuals’ rights and
freedoms. By doing so, the EDPS is also contributing to the societal debate by
shedding light, where it is able to do so, on ongoing data processing activities
that are of key public concern and central to ongoing discussions surrounding
the evolution of privacy and its relationship vis-a-vis other public interests.

Tothatend, the EDPS hasbeenusing hisadvisory powers, allowing himto provide
advice to controllers and data subjects on compliance with the applicable data
protection provisions. This advisory function allows the EDPS to support AFSJ
Agencies, Bodies and Offices and to contribute to the difficult task of upholding
fundamental rights without jeopardising the EU public security interest.

Three supervisory tools are at EDPS disposal to achieve this goal: audits which
are meant to obtain knowledge about how an EU Agency, Body or Office is
implementing data protection provisions in a specific processing activity
orarea(e.g. processing of data about minors or of biometric data) and formulate
recommendations to ensure a higher level of compliance; prior consultations
wherethe EDPSistasked bythe legislatorto assess compliance ofthe processing
and in particular of the risks for the protection of operational personal data of
the data subject and of the related safeguards of processing operations with
higher impact for data subjects and provide written advice to the controller;
and the possibility to issue supervisory opinions, either ex-officio or upon
request of the controller, on specific issues of interpretation where the EDPS
advises about compliance with the data protection framework. In addition, the
EDPS actively engages in a regular and constructive dialogue with the Data
Protection Officers of AFSJ Agencies, Bodies and Offices, in order to support
them in raising their overall level of compliance. This advisory function also
allows the EDPS to get a better understanding of the data processing activities
of the Agencies and to alert about risks to data subjects at an early stage of the
processing.

In that capacity, the EDPS has conducted, together with national Supervisory
Authorities, annual audits of Europol since 2017, covering a broad range of
topics going from the processing of data of minors, to the processing of data
linked to migrant smuggling or of PNR data and one audit of Eurojust, EPPO
and Frontex.
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The EDPS has also issued 45 opinions on the basis of prior consultations, giving
advice on topics such as the use of machine learning pre-trained models (7?),
facial recognition software (73), or the use of cloud services (’) by Europol or on
the set up of the war crime module by Eurojust (7).

Finally, the EDPS issued 59 opinions based on consultations, such as on the
scope of searches in the context of the exercise of the right of access by Europol
- in particular in view of the processing of large and unstructured datasets (°);
or the use of derogations for international transfers in the context of returns by
Frontex (77).

These opinions contribute to not only guide controllers in operationalising the
protection of fundamental rights in their tasks but also allow the EDPS and the
controllers to engage in a constructive dialogue, which should result in the
adaptation of the circumstances that gave rise to a conflict of interests or a
conflict of rights. This proactive scrutinising and advising role is also important
in view of the vulnerable position of the individuals affected by the processing
(migrants, asylum seekers, those under the scope of law enforcement activities).
In this field, compliance issues are less likely to come to the EDPS’ attention
from the bottom-up, e.g. through complaints.

3.3. Investigating and enforcing

In addition to advisory powers, and to the difference from the previous
supervisory model in place for the AFSJ, the EDPS was also given investigative
and corrective powers. For the EDPS to wield investigation and enforcement
powers in the AFSJ area confers on this institution a very concrete role in
operationalising fundamental rights in this area.

Indication of risks of non-compliance can come from different sources: directly
from supervisory activities such as audits or interactions with data controllers,
from information provided by the public (press articles or brought to the direct
attention to the EDPS by the public), or from the investigation of complaints.

() EDPS Supervisory Opinion on a Prior Consultation requested by Europol on the development and use of machine learning
models for operational analysis, issued on 5 March 2021.

(73) EDPS Supervisory Qpinion on a prior consultation requested by Europol on a Face Recognition Solution, issued on 20 De-
cember 2023.

(") EDPS Supervisory Opinion of 27 June 2022 on a prior consultation requested by Europol on the European Platform for
takedown of illegal content online (Plateforme Européenne de Retraits des Contenus illégaux sur Internet - 'PERCI'), issued
on 27 June 2022.

(7*) EDPS Supervisory Opinions of 14 December 2022 and 9 February 2023 on two prior consultations requested by Eurojust on
the implementation of Regulation (EU) 2022/838 regarding the preservation, analysis and storage at Eurojust of evidence
relating to genocide, crimes against humanity, war crimes and related criminal offences (not published).

(%) EDPS Supervisory Opinion on Europol’s Procedure to Handle Data Subject Access requests under Article 36 & 37 of Requla-
tion (EU) 2016/7941 (‘the Europol Requlation’), issued on 13 December 2021.

(77) EDPS Supervisory Opinion of 20 December 2021 on International Data Transfers by Frontex in the Context of Return Opera-
tions, issued on 20 December 2022.



https://www.edps.europa.eu/data-protection/our-work/publications/opinions-prior-check-and-prior-consultations/opinion-europol-machine-learning_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions-prior-check-and-prior-consultations/opinion-europol-machine-learning_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions-prior-check-and-prior-consultations/2023-12-20-opinion-prior-consultation-requested-europol-face-recognition-solution_en
https://www.edps.europa.eu/system/files_en?file=2023-06/316_2023-0054_004_redacted.pdf
https://www.edps.europa.eu/system/files_en?file=2023-06/316_2023-0054_004_redacted.pdf
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/2021-12-13-edps-opinion-europols-procedure-handle-data-subject-access-requests_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/2021-12-13-edps-opinion-europols-procedure-handle-data-subject-access-requests_en
https://www.edps.europa.eu/data-protection/our-work/publications/supervisory-opinions/international-data-transfers-frontex_en
https://www.edps.europa.eu/data-protection/our-work/publications/supervisory-opinions/international-data-transfers-frontex_en
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The EDPS launched a total of 27 investigations (including pre-investigations
or enquiries) and used nine times his corrective powers in the AFSJ alone. The
EDPS also investigated 19 complaints against Europol.

The EDPS for instance investigated the use of Palantir software by Europol
in 2018, where the 2017 Europol inspection reVealed potential difficulties in
complying with the provisions applying to the processing of sensitive data and
specific categories of data subjects, who should be identified and labelled as
such in Europol systems. The EDPS also launched two investigations based on
the findings of the 2022 audit of Frontex on the processing of personal data in
the context of joint operations. The collection of personal data from debriefing
interviews raised specific matters of concern with regard to the nature of the
data collected during these interviews and their further exchange with Europol.
A first concern comes from the high vulnerability of the individuals targeted
for data collection, and the apparent lack of foreseeability for individuals from
whom data is collected. Other concerns stem from the lack of appropriate
procedural safeguards, that are coherent with the status of interviewees as
detainees in some countries and the law enforcement nature of the information
and personal data provided, and that would protect individuals concerned
from adverse and disproportionate risks to their fundamental rights. Both
investigations are ongoing at the time of writing.

Other investigations were prompted by information provided by the public. In
2020, the EDPS enquired aboutthe alleged use of Clearview.Al by Europol, when
a press article reported a use of this software by the Swedish police, following a
demonstration of the software performed during aworkshop held at Europol. The
potential use of Clearview Al, a controversial face recognition software relying on
the scrapping of images from public sources by an EU law enforcement agency
was considered as sufficiently serious for EU citizens as to motivate an enquiry.
The EDPS decided to issue an ex-officio supervisory opinion with a series of
recommendations (’8). More recently, in 2023, two inquiries were opened against
Frontex on the basis of information provided by, in the first instance, a journalist
who learned in the context of a request for access to documents that Frontex
mightbe processing personal data about NGOs staff membersin their debriefing
reports, which could be further shared with Europol. In the second instance, the
EDPS enquired about the alleged photographing by Frontex border guards of
people on the move when intercepted irregularly crossing EU borders on the
basis of information provided by an NGO who was concerned that such practices
could be unlawful.

The use of EDPS enforcement powers can also be prompted by consultations
from EU Agencies, Bodies or Offices. This was the case when the EDPS was
consulted on the set up of a new centralised FIU.net system to be hosted at
Europol in 2018. FIU.net is a decentralised computer network that provides
information exchange between the Financial Intelligence Units ('FIUs") of the

(78) EDPS Supervisory Opinion on the possibility to use Clearview Al and similar services at Europol, issued on 29 March 2021.
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European Union. FIUs are central national units responsible for receiving and
analysing suspicious transaction reports and other information relevant to
money laundering, associated predicated offences and terrorist financing.
They collect financial intelligence and as such they act before the start of any
preliminary proceedings or criminal investigation. The EDPS took into account
the legislator’s will to keep financial intelligence tasks separated from financial
criminal investigations as they pursue different purposes. In this case, and
for the first time, the EDPS used his corrective powers and issued a ban of all
processing by Europol of data related to individuals who are not classed as
‘'suspects’ under the applicable national criminal procedure law in the context
of the technical administration of FlU.net, as this would run counter to the
provisions of the Europol Regulation (7).

In 2020, on the basis of information provided by Europol on the growing use
of the Computer Forensic Network for operational analysis purposes, the
EDPS launched a formal investigation on the processing by Europol of ‘large
datasets’ received as contributions from Member States, from other operational
partners or collected in the context of open source intelligence activities. This
new practice reVealed a substantial change in how Member States and Europol
cooperate. Member States have increasingly been sending larger volumes of
unstructured data to Europol, due to the change in nature of the data collected
atnational level in the context of criminal investigations and criminal intelligence
operations, growingly moving from targeted to indiscriminate data collection.

The evolution of Europol’s personal data processing activities towards Big Data
Analytics raised concerns linked to the compliance with the Europol’s data
protection framework, in particular with the principles of purpose limitation,
data minimisation, data accuracy, storage limitation, with the impact of potential
data breaches, location of storage, general management and information
security. The EDPS took issue with the risks posed for data subjects where large
amounts of personal data are stored on Europol systems for several years. The
processing of data about individuals in an EU law enforcement database can
have deep consequences on those involved. Without a proper implementation
of the data minimisation principle and the specific safeguards contained in
the Europol Regulation, data subjects run the risk of wrongfully being linked
to a criminal activity across the EU, with all of the potential damage for their
personal and family life, freedom of movement and occupation that this entails.

On 17 September 2020, the EDPS admonished Europol and asked them to
devise mitigation measures that can both reduce the risks for data subjects
and ensure that Europol does not lose its operational capabilities (,°). The EDPS
also invited Europol to provide an action plan to address the admonishment
within two months and to report on the measures taken within six months.
Despite considerable improvement in the management by Europol of these

(7) EDPS Decision relating to the technical administration of FIU.net by Europol, 19 December 2019.
(8) EDPS Decision relating to EDPS own inquiry on Europol's big data challenge, 17 September 2020.
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large datasets, the EDPS and Europol diverged in their interpretation of the
law as regards the obligation to delete large datasets ‘lacking a Data Subject
Categorisation’. These refer to datasets which, because of their characteristics
andnotablytheirsize, did notundergothe dataclassification processas provided
for in the Europol Regulation (the so-called ‘data subjects categorisation’) and
extraction of data categories according to Annex Il B of the Europol Regulation
and the Opening Decision Orders, which specify, for each operational analysis
project, the categories of personal data and categories of data subjects that
can be processed according to Article 18(3)(a) of the Europol Regulation. On 3
January 2022, the EDPS issued an order to delete data processed in breach of
the Europol Regulation (87).

3.4. Supervising complex data flows

Anotherimportanttask ofthe EDPSisto ensure efficientsupervision, whichinthe
field of the AFSJ requires to putin place coordinated supervision with national
data protection authorities. The difficulty to achieve an efficient supervision,
understood as of the whole life cycle or end-to-end supervision, from data
collection to data deletion, lies in the cross-border and multi-level elements.
Controllers processing the same personal data are subject to different legal
frameworks and supervisory authorities. This thus requires an increased and
closer cooperation between the EDPS and national data protection authorities.

This cross-border elementis obvious in the investigation of data subjects’ com-
plaints, for instance against Europol or Eurojust, where the specific Regulations
impose an obligation to check the lawfulness of the processing both to the
EDPS and to national supervisory authorities. The need for coordinated super-
vision was further evidenced in the context of the aforementioned FlU.net case,
which revolved around the definition of 'suspect’, a concept proper to nation-
al criminal laws. The EDPS therefore first consulted the Europol Cooperation
Board and based his decision on the opinion delivered by this body. Another
example of the EDPS’ efforts to intensify joined-up supervision in the AFSJ was
the coordinated action launched in 2020 to ensure that the processing of data
about minors under 15 labelled as suspects complies with national laws and the
Europol Regulation. In that case, it was key to ensure that only data about indi-
viduals who have reached the minimal age of criminal responsibility are shared
with Europol, an assessment that can only be made at national level in lack of
a pan-European framework. This coordinated action was then taken over by
the EDPB, under the Coordinated Supervisory Committee. Only a coordinat-
ed supervision action could ensure that there is no gap created by multi-level
cooperation, gaps which would leave vulnerable individuals exposed to very
high risks. This ensure that accountability and responsibility for processing is
properly attributed.

(8) EDPS Decision on the retention by Europol of datasets lacking data subjects categorisation, notified on 3 January 2022.
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The EDPS has also putin place bilateral cooperation agreements, under Article
61 EUDPR. In 2023, the EDPS cooperated with the Hellenic Data Protection
Authority (DPA) in order to carry onsite checks in the hotspot in Lesvos where
Frontex collaborates with national authorities in the context of joint operations,
collecting information about migrants. The EDPS, as competent supervisory
authority over Frontex checked processing activities performed by the Agency
atthe hotspot, while the Hellenic DPA checked processing activities performed
by national authorities. This allowed to remove any blind spot and have an
overview of all personal data processing activities taking place in the context
of joint operations.

In addition to the interconnection of national and EU levels, EU Agencies, Bodies
and Offices are also asked to foster their cooperation and increase personal
data exchanges in the performance of their tasks. This has led the EDPS not to
limitits supervisory activities to one Agency, but to follow the data. For instance,
in the context of the ongoing investigation into the exchange of debriefing
reports between Frontex and Europol, the EDPS decided to conduct onsite
checks at Europol to understand how the information is further processed after
itis shared by Frontex (22).

3.5. Challenges ahead

In view of the successive legislative reforms in the AFSJ, two main challenges
arises in terms of supervision.

First, in order to address the increasing cooperation between AFSJ Agencies,
Bodies and Offices as well as the cooperation between national and EU level
with the development of the interoperability framework (2%), under the proposed
API Regulation (%4), or the exchange of biometrics under the proposed Prim ||
Regulation (%), the EDPS should adopt a holistic approach to the supervision
of the AFSJ Agencies, Bodies and Offices and strengthen mechanisms of
coordinated supervision. The supervision of AFSJ Agencies, Bodies and Offices,
to be efficient, cannot anymore be predicated on the basis of a merely organic
approach, i.e. one that focuses on the processing activities of one controller
(one EU Agency or body). Instead, supervision should become systemic, i.e.
one that embraces the whole system and not only look at what one actor of the

(%) EDPS Wojciech Wiewidrowski's speech at the 13th meeting of the Joint Parliamentary Scrutiny Group on Europol, 21 Sep-
tember 2023.

(%) Regulation (EU) 2019/817 and Regulation (EU) 2019/818.

(*) Proposal fora Regulation of the European Parliamentand of the Council On the collection and transfer of advance passenger
information (API) for enhancing and facilitating external border controls, amending Regulation (EU) 2019/817 and Regula-
tion (EU) 2018/1726, and repealing Council Directive 2004/82/EC, COM(2022) 729 final; Proposal for a Regulation of the
European Parliament and of the Council on the collection and transfer of advance passenger information for the prevention,
detection, investigation and prosecution of terrorist offences and serious crime, and amending Regulation (EU) 2019/818,
COM(2022) 731 final.

(%) Proposal fora Regulation of the European Parliamentand of the Council on automated data exchange for police cooperation
("Pram 11"), amending Council Decisions 2008/615/JHA and 2008/616/JHA and Regulations (EU) 2018/1726, 2019/817 and
2019/818 of the European Parliament and of the Council, COM(2021) 784 final.
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systemis doing. As mentioned above, data protection authorities should ‘Follow
the data’ and be able to supervise the data life cycle throughout the different
systems (from creation to destruction), even if different actors are involved. In
that sense, the EDPS made specific recommendations for the introduction of
clear procedural rules to streamline this cooperation in its contribution to GDPR
procedural harmonisation (8).

Second, AFSJ Agencies, Bodies and Offices are increasingly processing large
and unstructured datasets, leveraging the need to use Al to be able to make
sense of the data and be more efficient in the performance of their tasks. This
will require the EDPS to embrace even more decisively an approach to data
protection supervision that reflects the spirit of Article 1 EUDPR. As far as Al
heavily relies on personal data for training, development and testing, data
protection becomes the first line of defence for other fundamental rights. This
also means that the EDPS should further develop its cooperation with other
supervisory or advisory bodies in the field of fundamental rights, such as the
Fundamental Rights Agency or the Ombudsman, and act together with these
bodies to ensure the protection of the full spectrum of fundamental rights. A
first example of such broader approach to the protection of fundamental rights
is taking place in the context of the ETIAS Fundamental Rights Guidance Board,
which gathers representatives from the EDPS, the EDPB, the Fundamental
Rights Agency, Frontex Fundamental Rights Office and Frontex Consultative
Committee.

(8¢) EPDS, EDPS contribution in the context of the Commission initiative to further specify procedural rules relating to the en-
forcement of the General Data Protection Requlation, 25 April 2023; EDPB-EDPS Joint Opinion 01/2023 on the Proposal for
a Requlation of the European Parliament and of the Council laying down additional procedural rules relating to the enforce-
ment of Requlation (EU) 2016/679, issued on 19 September 2023.



https://www.edps.europa.eu/data-protection/our-work/publications/other-documents/2023-04-25-edps-contribution-context-commission-initiative-further-specify-procedural-rules-relating-enforcement-general-data-protection_en
https://www.edps.europa.eu/data-protection/our-work/publications/other-documents/2023-04-25-edps-contribution-context-commission-initiative-further-specify-procedural-rules-relating-enforcement-general-data-protection_en
https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-012023-proposal_en
https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-012023-proposal_en
https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-012023-proposal_en
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Shortly after the start of the Russian military aggression against Ukraine,
the European Union took urgent action to amend the Eurojust mandate
to allow the preservation, analysis and storage of evidence relating to
genocide, crimes against humanity, war crimes and related criminal offences
by Eurojust in a new ‘automated data management and storage facility”.
The implementation of this amendment of the Eurojust Regulation raises
important data protection challenges, given the sensitivity of the operational
data at stake as well as the urgency of the actions to be taken. Eurojust is
addressing these issues in close consultation with the EDPS.

1. War on European ground:
the new Eurojust mandate

On 24 February 2022 the Russian Federation began a military aggression against
Ukraine ('). Regrettably enough, there is a reasonable basis to believe that
crimes against humanity and war crimes have been and are being committed
in Ukraine in the context of the current hostilities. In view of the gravity of the
situation, the European Union decided to take all necessary measures, as a
matter of urgency, to ensure that those who commit crimes against humanity

(*) Head of Data Protection Office/Data Protection Officer at Eurojust.

(") See Recital 3 of Regulation (EU) 2022/838 of the European Parliament and of the Council of 30 May 2022 amending Regu-
lation (EU) 2018/1727 as regards the preservation, analysis and storage at Eurojust of evidence relating to genocide, crimes
against humanity, war crimes and related criminal offences, 0J L 148, 31.5.2022, p.1.
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andwar crimesin Ukraine are held responsible (?). Thisincluded an exceptionally
quick amendment of the Eurojust Regulation (‘'EJR’) () to extend the mandate
of Eurojust.

Eurojustis given a central role in the context of the processing of war crimes data
due its expertise and experience to support investigations and prosecutions of
cross-border crimes, including genocide, crimes against humanity, war crimes
and related criminal offences and the fact that such support includes the
preservation, analysis and storage of evidence as far as its admissibility before
courts and its reliability are concerned (*). Additionally, Eurojust had concluded
a cooperation agreement with Ukraine on 27 June 2016 (°) and, in accordance
with that agreement, Ukraine has posted a liaison prosecutor to Eurojust to
facilitate the cooperation between Eurojust and Ukraine ().

The amendment to the EJR by Regulation 2022/838 included three main ele-
ments.

1. The mandate of Eurojust as defined in Article 4(1) of the EJR is extended
with letter (j) adding that Eurojust shall 'support Member States’ action
in combating genocide, crimes against humanity, war crimes and related
criminal offences, including by preserving, analysing, and storing evidence
related to those crimes and related criminal offences and enabling the
exchange of such evidence’. The amended EJR does not, however,
aim at changing the supportive role of Eurojust in relation to national
authorities (7), as it is underlined by the EDPS in Opinion 6/2022 (8).
Consequently, the new point (j) in Article 4(1) of the EJR, and in particular
the ‘collection of evidence’ by Eurojust, should be interpreted strictly
in accordance with Article 85 TFEU, including paragraph 2 thereof,
according to which 'formal acts of judicial procedure shall be carried out
by the competent national officials'.

2. Annex Il of the EJR, which enumerates the categories of personal
data referred to in Article 27, is amended to include some additional
categories of data which are considered necessary in the context of

(?) See Recital 4 of Regulation (EU) 2022/838.

(®) Regulation (EU) 2018/1727 of the European Parliament and of the Council of 14 November 2018 on the European Union
Agency for Criminal Justice Cooperation ('Eurojust’), and replacing and repealing the Council Decision 2002/187/JHA, 0J L
295,21.11.2018, p.138. The urgency of the situation was put forward as a reason to justify the entry into force of the amend-
ed Regulation the day following that of its publication in the Official Journal (30 May 2022).

(*) See Recital 10 of Regulation (EU) 2022/838.

(°) European Union Agency for Criminal Justice Cooperation, Agreement on cooperation between Eurojust and Ukraine,
27 June 2016.

(®) See Recital 5 of Regulation (EU) 2022/838.

(") See COM(2022) 187 final, p. 2.

(8) EDPS Opinion 6/2022 on the Proposal for a Requlation of the European Parliament and the Council amending Regulation
(EU)2018/1727 of the European Parliament and the Council, as regards the collection, preservation and analysis of evidence
relating to genocide, crimes against humanity and war crimes at Eurojust, issued on 13 May 2022. See in particular point 11
of this opinion.
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war crimes investigations such as video and audio recordings, satellite
images and photographs. The EDPS did not comment on these new
categories in Opinion 6/2022.

3. Anew paragraph 8 is added to Article 80 of the EJR allowing a temporary
derogation of Article 23 (%) of the EJR which establishes that 'for the
processing of operational personal data, Eurojust shall not establish any
automated data file other than the case management system’ ('(CMS').
Article 80(8) EJR allows the creation of an ‘automated data management
and storage facility’ outside of Eurojust CMS for the purpose of the
performance of the operational function referred to in Article 4(1), point(j).

EDPS opinion 6/2022 makes relevant comments regarding this derogation (°)
underlining that this derogation should be of a temporary nature and the
automated data management and storage facility should be integrated into
the new case management system which is expected to be established under
the Proposal for a Regulation on the digital information exchange on terrorism
cases ("). Additionally, the EDPS stressed the importance of ensuring that
this new automated data management system operates in a secure technical
environment, taking into account state of the art technical and organizational
measures on security and data protection. The system should follow the
standards of privacy by design and by default as provided by Article 85 of
Chapter IX of the EUDPR (*2).

2. Data protection safeguards

Article 80(8) of the EJR, providing for the legal basis for the processing of
operational personal data linked to war crimes, genocide and related offences,
also known as ‘core international crimes’, introduces a good number of data
protection safeguards.

First of all, it is established that the automated data management and storage
facility should meet the highest cybersecurity standards.

(°) Interestingly enough, Article 80(8) of the EJR refers to Article 23(6) EJR while in factit should refer to Article 23(7) as the text
clearly aims at allowing Eurojust to create a database outside the CMS.

(") See EDPS Opinion 6/2022 on the Proposal for a Requlation of the European Parliament and the Council amending Requ-
lation (EU) 2018/1727 of the European Parliament and the Council, as regards the collection, preservation and analysis of
evidence relating to genocide, crimes against humanity and war crimes at Eurojust, issued on 13 May 2022, paragraphs 8-9.

(") This Proposal has in the meantime been published as Regulation (EU) 2023/2131 of the European Parliament and of the
Council of 4 October 2023, L2131, 11.10.2023, p. 1.

(") Regulation (EU) 2018/1725 of the European Parliament and of the Council of 23 October 2018 on the protection of natural
persons with regard to the processing of personal data by the Union institutions, bodies, offices and agencies and on the free
movement of such data, and repealing Regulation (EC) No 45/2001 and Decision No 1247/2002/EC, 0J L 295, 21.11.2018,
p. 39.
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Secondly, in addition to the already existing obligations of Article 90 EUDPR,
Article 80(8) EJR foresees the need to consult the EDPS via a notification of the
DPO before the new ‘automated data management and storage facility’ starts
operation including: (a) a general description of the processing operations
envisaged; (b) an assessment of the risks to the rights and freedoms of data
subjects; (c) the measures envisaged to address the risks referred to in point (b);
and (d) safeguards, security measures and mechanismsto ensure the protection
of personal data and to demonstrate compliance with this Regulation, taking
into account the rights and legitimate interests of the data subjects and other
persons concerned. Given the need to proceed in atimely manner, Article 80(8)
EJR requires the EDPS to provide a ‘prior consultation’ opinion within 2 months.

Thirdly, the data protection provisions included in the EJR and the EUDPR
remain applicable insofar as they do not directly relate to the technical set-up
of the CMS. This technical precision is crucial as the temporary derogation of
the use of the CMS and the possibility to create a separate processing system,
while foreseen as an opportunity for Eurojust, is also a big challenge in practice.
It means actually that Eurojust has to put in place as a matter of urgency (%), a
complete new processing system which should fit the needs of this new field
of activity, while still complying with the extensive and robust data protection
regime in place. The exclusion of the provisions linked to technical set-up of
the CMS offers Eurojust the possibility to comply with the data protection
provisions via both technical and organisational measures, offering therefore
some flexibility in the practical implementation.

This means for instance that, regarding the time limits reviews, which in
accordance with Article 29(2) and Article 29(3) require automatic deletion, there
is the possibility of ensuring deletion in respect of the rules using organisational
measures if the new system does not allow the automatic review and deletion
of entities as the CMS presently does. Similar considerations apply to automatic
notifications to the DPO as defined by the EJR.

This technical precision does not, however, affect the general level of data
protection that the new processing system should meet as the amended EJR
refers (%) to the need to comply with the highest standards of data protection,
in accordance with Article 7 and 8 of the Charter of Fundamental Rights of
the European Union, the EUDPR (and in particular Article 91 thereof) and the
specific data protection rules set out in the EJR.

(%) SeeRecitals 4,12, 16 and 21 of Regulation (EU) 2022/838.
(") See Recital 13 of Regulation (EU) 2022/838.
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3. From ‘automated data management
and storage facility’ to CICED

The ‘automated data management and storage facility’ referred to in Article
80(8) EJR has been established as the Core International Crimes Evidence
Database (') (‘'CICED’), which consists of three components so far: a secure
data transmission method for the national authorities allowing the transmission
of big files to Eurojust, a safe data storage solution and advanced analysis tools.

In order to allow a step by step development of CICED while ensuring full com-
pliance with data protection requirements, the EDPS has agreed to a ‘phased
approach’ in the prior consultations (*). In practice, three subsequent consul-
tations (") have been launched for the three completed phases of the CICED
project so far. In this way it has been possible to implement the recommenda-
tions received from the EDPS in every module of the project when going live
and Eurojust has been able to take on board the useful advice and guidance
provided by the EDPS in its opinions for the subsequent phases of the system.

From a data protection perspective, the new mandate of Eurojust has raised
quite a number of challenges, developing in unchartered territory while the
military aggression in Ukraine continues and the needs of the parties involved
might evolve as well. For instance, when the amendment to the EJR was being
negotiated ('®), the preservation of evidence was seen as a priority due to the
risk that the evidence could not be safely stored on the territory where the hos-
tilities take place ('%). So far, however, the Ukrainian authorities have developed
methods allowing them to safely store the available evidence.

The wording of Regulation (EU) 2022/838 contains, possibly due to the ex-
tremely quick negotiation of this instrument, some terminology which might
raise some interpretation questions, such as the term ‘evidence’. From the Eu-
rojust perspective this term is understood as referring to digital copies, as the

(%) See for further information European Union Agency for Criminal Justice Cooperation, Core International Crimes Evidence
Database (CICED).

(") This ‘phased approach’ as to the prior consultation to the EDPS is explained in the first opinion of the EDPS of 14 December
2022 following the first notification of Eurojust as to CICED 1.0: "ds £J intends to implement the Regulation (EU) 2022/838
in stages, it was informally agreed with the EDPS that the prior consultation will also be carried out in stages, allowing EJ to
implement the proposed solutions gradually. In the indicative implementation timeline provided by Eurojust, three notifica-
tions to the EDPS were envisaged, corresponding to the three stages of implementation of the new mandate. At each stage of
implementation of the project, before the new technical components will be deployed, new workflows and processes will be
developed and prior consultation of the EDPS will be carried out, including analysis of the risks and mitigating measures".

("7) The first EDPS consultation was launched on 13 October 2022 on CICED 1.0 (Tool for transmission of big file) and the EDPS
Opinion was received on 14 December 2022; the second notification on CICED 2.0 (Evidence storage solution) was sent on
13 December 2022 and the EDPS Opinion was received on 9 February 2023; the third notification on CICED 3.0 (Structured
data analysis) was sent on 20 June 2023 and the EDPS Opinion was received on 16 August 2023 (Opinions not published).

("®) See Explanatory Memorandum of COM (2022) 187 final.

("*) See Recital 9 of Regulation (EU) 2018/1727.
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originals stay at national authorities’ level. The definition of the additional types
of data included in Annex Il EJR might also raise questions as imprecise termi-
nology such as ‘information relating to criminal conduct’ is used (?°). Annex ||
needs however to be read together with Article 27 EJR, meaning therefore that
the limitations included in this article as to categories of data and categories
of data subjects fully apply and, additionally, all processing of operational data
may only take place if it is necessary for the fulfilment of the tasks of Eurojust,
within the framework of its competence and in order to carry out its operational
tasks.

Facing the possibility of receiving large scale and unstructured data sets,
Eurojust was concerned that received information might not be clearly labelled
as to the category of persons to which it belongs and possibly notin conformity
with the limitations imposed by Article 27 EJR which limits the personal data
which Eurojust may legally process to ‘only the operational personal data listed
in point 1 (paragraph 1) or in point 2 (paragraph 2)" of Annex Il.

In order to mitigate this risk and taking into account the fact that Article 27
underlines the fact that the qualification of the persons whose personal data
Eurojust processes should happen ‘under the national laws of the Member
States concerned’, Eurojust has developed a form for the transmission of data
from national authorities with tick boxes, which allows a first basic analysis of
the contents of the transmission. Through the use of this form the national
authorities have to provide the ‘label’ as to the categories of persons and
Eurojust therefore ensures that every piece of evidence received is properly
‘labelled’ as to the categories of persons concerned and types of data allowed
by the EJR. In practice every file received by Eurojust has its own data subject
category defined by the national authorities as well as the evidence type and
the event to which they refer, including also a short description. This is achieved
through a clear labelling of the fields in the registration form, which has proved
to be useful both from the operational and the data protection viewpoint.

This requires some commitment and resources, both from the side of the
national authorities, given the volume of the data provided, and from the
CICED team at Eurojust, who liaises closely with the national authorities and
provides them the necessary guidance before the transmission of data takes
place. The CICED team also reviews the information once received to verify
that only operational data compliant with Article 27 and Annex Il of the EJR is
processed within the CICED database.

(%) In practice, Eurojustis receiving mainly the following types of electronic evidence: witness/victim and suspects statements,
medical documents, audio recordings, fingerprints and DNA, expert examinations, communication data, video recordings
and photographs, satellite images.
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So far the analysis tools in place under CICED 3.0, following the positive EDPS
opinion of August 2023, work for structured information but do not allow the
automated analysis of unstructured information (?'). Additional analysis tools
will need to be deployed in the future, following further consultation with the
EDPS, allowing for instance for automatic translation and associated activities
such as automatic detection of languages, Optical Character Recognition
('OCR’") and so forth.

4. Rights of the data subjects

In the context of CICED, Eurojust will receive structured and unstructured
operational personal data concerning suspects, victims, and other categories
of persons as defined in Article 27 EJR. It is however possible that persons
other than those listed in Article 27 will be visible in unstructured data files,
such as in the background of photos or videos.

In orderto ensure the protection ofthe individuals' rights in the CICED database,
Eurojust has developed a specific procedure which has been recently updated
following the EDPS opinion of 16 August 2023 (??). All the data in CICED,
regardless of where and how it is stored and processed, shall be subject to
data subject requests and every request shall be handled individually and
respecting all data protection principles laid down in Article 71 of EUDPR. In
accordance with Article 78(1)-(4) EUDPR, Eurojust will take all reasonable steps
to respond to the data subject request in a concise, intelligible, and easily
accessible form, using clear and plain language, by an appropriate means, and
where possible in the same form as the request. Eurojust will follow-up to the
request in writing without undue delay, and take action free of charge, unless
the request is manifestly unfounded or excessive.

Eurojust shall take ‘all reasonable efforts’ (2%) to clarify whether the operational
personal data belong to the requester or not and to clarify whether individuals
(other than those listed in Article 27 EJR) whose data might be displayed in the
images or videos of the received contributions can be identified or not.

(*) CICED 3.0 wentlive in December 2023.

(%) Opinion not published.

(%) EDPS Supervisory Opinion on Europol's Procedure to Handle Data Subject Access requests, issued on 13 December 2021,
paragraph 53:'Europol must make reasonable efforts to clarify whether the personal data belong to the requester' at p. 4 and
9,and 'itis up to Europol to make reasonable efforts to retrieve and assess the requested information" at p 6; EDPB Guidelines
01/2022 on data subject rights - Right of access, adopted on 28 March 2023 'the controllers should undertake all reasonable
efforts to make sure that the exercise of data subject rights is facilitated'.



https://edps.europa.eu/data-protection/our-work/publications/opinions/2021-12-13-edps-opinion-europols-procedure-handle-data-subject-access-requests_en
https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-012022-data-subject-rights-right-access_en
https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-012022-data-subject-rights-right-access_en
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In accordance with the judgments of the General Court in SRB v EDPS (**) and
OC v European Commission (**), and the CJEU in Breyer (?), when determining
whether data relates to an identifiable natural person, it is necessary to
consider the means reasonably likely to be used to identify individuals. In OC
v European Commission, the General Court found that cross-referencing the
indirect identifiers of a data subject contained in a press release (such as age,
gender, nationality) with a third party database in order to identify the data
subject constituted means that were not reasonably likely to be used by the
readers of the press release and that ‘certainly require[d] additional time’ (?/).
In SRB v EDPS, the General Court found that, in order to determine whether
information transmitted to a recipient related to an identifiable person, it was
necessary to consider whether the recipient 'had legal means available to it
which could in practice enable it to access the additional information necessary’
to identify individuals (?8).

In order for Eurojust to identify individuals other than those listed in Article
27 EJR, whose data may be displayed in unstructured data files (e.g. photos
and videos), it would be necessary for Eurojust to spend additional and
disproportionate effort in terms of time, cost, manpower, and means which will
not be reasonably likely to be used to identify individuals, such as by deploying
additional intrusive software applications (Al for face recognition, etc.), cross-
referencing with a third party database(s) or collecting additional information
from open sources, etc.

The EDPS has emphasised that the burden of the task for the controller has to
be kept in mind when responding to access requests (*°). Moreover, the EDPB
has stated that, in accordance with data protection by design and by default (*),
controllers 'should implement appropriate ways to find and retrieve information
regarding a data subject when handling a request. However, [...] an excessive
interpretation in this regard could lead to functions for finding and retrieving
information that in itself pose a risk for the privacy of data subjects’ (*").

(**) Judgment of the General Court of 26 April 2023, SRB v EDPS, ECLI:EU:T:2023:219, paragraph 104.

(*) Judgment of the General Court of 4 May 2022, 0C/Commission, T-384/20, ECLI:EU:T:2022:273, paragraphs 46 and 48.

(%) Judgment of the Court of Justice of 19 October 2016, Breyer, C-582/14, ECLI:EU:C:2016:779, paragraph 45.

(¥) OCv European Commission, unofficial translation from paragraph 72.

(%) SRBv EDPS, see footnote 26, paragraph 105.

(%?) EDPS Supervisory Opinion on Europol's Procedure to Handle Data Subject Access requests under Article 36 & 37 of Requ-
lation (EU) 2016/7941 (‘the Europol Regulation’), issued on 13 December 2021, p. 6; EDPS quidelines on the rights of indi-
viduals with regard to the processing of personal data, p. 17; EDPS guidance paper on Articles 14-16 of the new requlation
45/2001, issued on 25 February 2014, p. 9-10.

(*) Regulation (EU) 2018/1725 of the European Parliament and of the Council of 23 October 2018 on the protection of natural
personswith regard to the processing of personal data by the Union institutions, bodies, offices and agenciesand on the free
movement of such data, and repealing Regulation (EC) No 45/2001 and Decision No 1247/2002/EC, 0J L 295, 21.11.2018, p.
39, Article 85.

(*) EDPB Guidelines 01/2022 on data subject rights - Right of access Version 2.0, adopted on 28 March 2023, paragraph 126.



https://www.edps.europa.eu/data-protection/our-work/publications/opinions/2021-12-13-edps-opinion-europols-procedure-handle-data-subject-access-requests_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/2021-12-13-edps-opinion-europols-procedure-handle-data-subject-access-requests_en
https://edps.europa.eu/data-protection/our-work/publications/guidelines/rights-individuals_en
https://edps.europa.eu/data-protection/our-work/publications/guidelines/rights-individuals_en
https://edps.europa.eu/node/4529_en
https://edps.europa.eu/node/4529_en
https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-012022-data-subject-rights-right-access_en
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The procedure defined by Eurojust therefore explains that, as already men-
tioned, for unstructured data files such as photos and videos, the CICED team,
despite all efforts to verify the information received from national authorities,
cannot rule out with certainty the appearance of individuals not listed in
Article 27 EJR. However, Eurojust does not plan on implementing any additional
technological solutions/means (e.g. Als for facial recognition, cross-referencing
with a third party database(s), collecting additional information from open
sources)toidentify such individuals, which would imply an additional processing
of data which is not necessary and proportionate, as the data identifying those
individuals is not directly/indirectly linked to the ongoing investigation of CIC
and will not be relevant and/or necessary (*).

Where Eurojustis not able to determine with certainty that search results match
the requester, it will not be able provide this data to the requester, who will
be informed accordingly (*3). Considering the principle of data minimisation
and Article 12 EUDPR, Eurojust is not obliged to maintain or acquire additional
information in order to identify a data subject for the sole purpose of complying
with a data subject request (34). This is because the purpose of the storage and
analysis of data in the CICED does not require identification by Eurojust of all
individuals, such as individuals in photos or videos other than the main subjects
concerned (¥).It is further clearly stated in the procedure that any information
provided by the data subject to establish his/her identity for the purpose of
facilitating the data subject rights request will be used solely for that purpose,
and will not be used for operational purposes.

In case of a personal data breach involving the operational personal data in the
CICED database, Eurojust will communicate the data breach to data subjectsin
the casesforeseen by Article 93 EUDPR, taking into account possible restrictions
subject to the conditions referred to in Article 79(3) EUDPR. Additionally, and in
line with Article 39 EJR, Eurojust will notify without undue delay the competent
authorities of the Member State(s) concerned of that breach.

(*) See, e.g. EDPB Guidelines 5/2022 on facial recognition technology in the area of law enforcement, adopted on 26 April
2023, Scenario 6, concerning the use by a police department of a facial recognition tool to identify individuals in a video
through biometric identification. The tool, provided by a private entity, scrapes facial images off the internet to create a
database. The EDPB observes, inter alia, that 'there is no connection between the personal data collected and the pursued
objective by the law enforcement authority. The EDPB concludes that ‘the use of the application would not meet the necessity
and proportionality requirements and would mean a disproportionate interference of data subjects’ rights to respect for pri-
vate life and the protection of personal data under [the EU Charter of Fundamental Rights].'
EDPS Supervisory Opinion on Europol's procedure to handle data subjects requests, issued on 13 December 2021, p.
5,'Where Europol is not able to determine with certainty that the personal data in its systems match the requester, the EDPS
supports Europol’s current approach: that it should not provide this data to the requester'. Where the request concerns data
stored and processed in CICED, the reply to the data subject will include the following disclaimer (subject to review in line
with future developments and Eurojust's technical capabilities):'Please be informed that parts of the Core International
Crimes Database (CICED) database were excluded from alphanumerical searches (i.e. unstructured audio-visual data display-
ing persons that have not been identified by Eurojust because this goes beyond current Eurojust’s technological capabilities
and its legal mandate.)"
(*) EDPS Supervisory Opinion on Europol’s procedure to handle data subjects requests, issued on 13 December 2021, p. 5.
(%) EDPS Supervisory Opinion on Europol’s procedure to handle data subjects requests, issued on 13 December 2021, p. 4-5;
EDPB Guidelines 01/2022 on data subject rights - Right of access, adopted on 18 January 2022, paragraphs 59-61 including
Example 10.

(33



https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-052022-use-facial-recognition-technology-area_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/2021-12-13-edps-opinion-europols-procedure-handle-data-subject-access-requests_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/2021-12-13-edps-opinion-europols-procedure-handle-data-subject-access-requests_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/2021-12-13-edps-opinion-europols-procedure-handle-data-subject-access-requests_en
https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-012022-data-subject-rights-right-access_en
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5. Conclusion and future perspective

In conclusion, the continuous and constructive dialogue with the EDPS has
allowed Eurojust to ensure a privacy by design approach through the whole
CICED implementation process. The cooperation with the EDPS remains a key
element for the following phases of this project, particularly in what regards
the processing of unstructured operational data. Eurojust is aware of the
need to ensure as soon as possible the automatic processing and indexation
of unstructured personal data, both from the operational and data protection
perspective, and will work on this in the context of the following phases of the
CICED project.

It should also be noted, as a final remark, thatthe derogation of Article 23 EJR as
to the use of the separate ‘automated data management and processing facility’
(CICED) applies ‘as long as the CMS composed of temporary work files and of
an index remains in place’ (3). This means in practice that the functionalities
being now put in place by Eurojust in the context of the CICED database will
need to be integrated in the new CMS which is presently also being developed
by Eurojust to take into account the requirements as to the digital information
exchange in terrorism cases as defined by the amendments to the EJR of 4
October 2023 (*7). The new CMS, as already underlined in the EDPS opinion
6/2022 (%), should integrate the CICED database functionalities and the CICED
database should cease to exist at that point of time. From that moment on no
derogation will affect the application of Article 23.7 and the CMS will remain
the only automated system for the processing of operational data at Eurojust.

There is therefore a need to consider the CICED requirements in the context of
the new CMS project, another major project requiring Eurojust to integrate data
protection by design and by default in all steps of the process. The new CMS
is being developed in parallel to the CICEC project, also in close consultation
with the EDPS.

(%) See the last sentence of Article 80(8) EJR, added by Article 1 of Regulation (EU) 2018/1727.

(¥’) Regulation (EU) 2023/2131 of the European Parliament and of the Council of 4 October 2023 amending Regulation (EU)
2018/1727 of the European Parliament and of the Council and Council Decision 2005/671/JHA, as regards digital informa-
tion exchange in terrorism cases, 0J L 2023/2131, 11.10.2023, p. 1.

(%) EDPS Opinion 6/2022 on the Proposal for a Requlation of the European Parliament and the Council amending Regulation
(EU)2018/1727 of the European Parliament and the Council, as regards the collection, preservation and analysis of evidence
relating to genocide, crimes against humanity and war crimes at Eurojust, issued on 13 May 2022, underlines that the dero-
gation to Article 23 EJR should be of atemporary nature and the automated data managementand storage facility should be
integrated into the new case management system which is expected to be established under the Proposal for a Regulation
on the digital information exchange on terrorism case.



https://www.edps.europa.eu/data-protection/our-work/publications/opinions/opinion-proposal-regulation-regards-collection_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/opinion-proposal-regulation-regards-collection_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/opinion-proposal-regulation-regards-collection_en
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The EDPB and EDPS are two separate institutions that are narrowly
intertwined, butwith different responsibilities. Before the GDPR entered into
application in May 2018, a great deal of preparation went into the setting up
of the EDPB as a new EU body, with the EDPS playing an instrumental role
in getting the EDPB Secretariat up and running. Andrea Jelinek, EDPB Chair
2018-2023, and Isabelle Vereecken, Head of the EDPB Secretariat, stood at
the cradle of the EDPB and its Secretariat and look back at the preparatory
phase and the challenges of the early days. Today, the EDPB is an influential
decision-making body with many tasks and, in parallel, the workload of the
EDPB Secretariat has grown. The EDPB and its Secretariat are preparing
for future challenges, including staying on top of rapid technological
development and an increase in litigation.

1. A new EU body sees the daylight

When the GDPR was adopted in 2016, the seed was planted for the European
Data Protection Board ('EDPB’), a new and one-of-a-kind EU body with a legal
personality. The EDPB is formed by representatives of the European national
Data Protection Authorities ('DPAs’) (') and the European Data Protection
Supervisor ('EDPS’). The European Commission participates in the activities
and meetings of the Board without voting rights.

(*) Chair of the European Data Protection Board (2018-2023).

(**)Head of Unit of the European Data Protection Board Secretariat.

(") Called Supervisory Authoritiesin the GDPR, Article 4(22) GDPR. In addition to the EU DPAs, the supervisory authorities of the
EFTA EEA States (Iceland, Liechtenstein and Norway) are also members of the EDPB without voting rights.
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The core mission of the EDPB is to ensure the consistent application of the data
protection rules in Europe. It provides guidelines, recommendations and best
practices to clarify the law and to promote a common understanding of EU data
protection law. The EDPB also provides, together with the EDPS, joint opinions
on legislative proposals, which are of particular importance for the protection
of individuals’ rights and freedoms with regard to the processing of personal
data (?). An important difference with its predecessor, the Article 29 Working
Party ("WP29’') (3), is that the EDPB has the authority to adopt binding decisions
addressed to the national DPAs aiming to settle disputes arising when they
cooperate to enforce the GDPR, with the purpose of ensuring the correct and
consistent application of the GDPR in individual cases (*) or to decide on urgent
measures (°). This is a far-reaching competence, because of the nature of the
decisions (binding for DPAs) but also because they usually relate to matters
concerning large companies and processing of all European individuals’
personal data (°).

The EDPS had a key role in the setting up ofthe EDPB, as itis required to provide
its Secretariat (Article 75(1) GDPR).

The EDPS has always been very supportive of the EDPB: Giovanni's
reputation in the world of data protection and the respect for him
opened many doors for the EDPB. Wojciech was always on Giovanni’s
side and carried on his legacy with his strong support for the EDPB.

Andrea Jelinek, EDPB Chair 2018-2023

In view of the fact that the EDPS provides the Secretariat of the EDPB, the co-
legislators were careful not to give any advantages to the EDPS in comparison
with the other members of the EDPB. Article 75(2) GDPR (exclusive instructions
of the Chair) and Article 75(3) GDPR (separate reporting lines) aim to ensure
that the EDPS does not have more influence over the Secretariat than any of the
other EDPB members.

(3) Whilethe EDPS has a general competence relating to legislative consultation, the EDPS and the EDPBissue joint opinions for
proposals considered by the Commission as of particularimportance for the protection of individuals' rights and freedoms
with regard to the processing of personal data. See Article 42 Regulation (EU) 2018/1725 of the European Parliament and
of the Council of 23 October 2018 on the protection of natural persons with regard to the processing of personal data by the
Union institutions, bodies, offices and agencies and on the free movement of such data, and repealing Regulation (EC) No
45/2001 and Decision No 1247/2002/EC, 0J L 295, 21.11.2018, p. 39.

(®) Article 29 Working Party, composed of representatives of DPAs and the EDPS, which was set up by the Article 29 of Directive
95/46/EC of the European Parliament and of the Council of 24 October 1995 on the protection of individuals with regard to
the processing of personal data and on the free movement of such data, 0J L 281, 23.11.1995, p. 31.

() SeeArticle 65 GDPR.

(°) SeeArticle 66 GDPR.

(¢) See forinstance the EDPB Binding decision 01/2023 on the dispute submitted by the Irish SA on data transfers to the USA
by Meta Platforms Ireland Limited for its Facebook service (Art. 65 GDPR), adopted on 13 April 2023, which led to the impo-
sition of a fine of €1.2 billion on Meta by the Irish DPA, or the EDPB Binding decision 02/2023 on the dispute submitted by
the Irish SA regarding TikTok Technology Limited (Art. 65 GDPR), following which the Irish DPA ordered Tiktok to eliminate
unfair design practices concerning children.



https://edpb.europa.eu/our-work-tools/our-documents/binding-decision-board-art-65/binding-decision-12023-dispute-submitted_en
https://edpb.europa.eu/our-work-tools/our-documents/binding-decision-board-art-65/binding-decision-12023-dispute-submitted_en
https://edpb.europa.eu/our-work-tools/our-documents/binding-decision-board-art-65/binding-decision-22023-dispute-submitted_en
https://edpb.europa.eu/our-work-tools/our-documents/binding-decision-board-art-65/binding-decision-22023-dispute-submitted_en
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Notwithstanding this structural separation, it is important to underline that
the EDPS is also an important and highly valued member of the EDPB. In that
capacity, the EDPS regularly plays an important role in the drafting of EDPB
documents, actively takes part in discussions of both technical and strategic
nature, and acts as coordinator of different expert subgroups.

2. Good preparation is the key to success

The EDPS started to prepare the creation of the EDPB Secretariat - and of
the EDPB - early on, for instance with the creation of a dedicated budget title
under the EDPS budget to provide resources for the coming board. Isabelle
Vereecken was appointed as ‘liaison officer’ within the EDPS in May 2017 to
ensure that everything needed for the existence of the EDPB and its Secretariat
would be ready in time.

One of the early action points was to adopt a logo and a visual identity, a
prerequisite to get the EDPB website ready in time. The logo that was chosen
by the DPAs out of several options was the ‘baby’ of both EDPS and the French
DPA ('CNIL), whose President was Chair of the WP29 at the time.

To create the EDPB Secretariat and to organise the communication flows among
DPAs under the GDPR, a large and complicated puzzle had to be put together,
and all of its pieces needed to be in place by a strict deadline.

An IT system needed to be selected and the EDPB (7) opted for the Internal
Market Information system ('IMI" (8)), adapting it to the future needs of the EDPB
by creating new flows dedicated to GDPR cooperation. In less than 6 months,
14 IMI| modules, 19 forms and more than 10.000 IT fields were created with
the cooperation of all the DPAs, and a Commission implementing act was
adopted (7).

All the intense activities for the preparation of the implementation of the GDPR
also existed within the DPAs, which were simultaneously engaged in intensive
preparations at national level, with numerous measures to be ready within the
allotted timeframe.

7) Atthattime, the Article 29 Working Party, see footnote 3.

¢) See Regulation (EU) No 1024/2012 of the European Parliament and of the Council of 25 October 2012 on administrative
cooperation through the Internal Market Information System and repealing Commission Decision 2008/49/EC (‘the IMI
Regulation’), 0J L 316, 14.11.2012, p. 1, and European Commission, Internal Market Information (IMI).

(°) Commission Implementing Decision (EU) 2018/743 of 16 May 2018 on a pilot project to implement the administrative

cooperation provisions set out in Regulation (EU) 2016/679 of the European Parliament and of the Council by means of the

Internal Market Information System, 0J L 123, 18.5.2018, p. 115.

(
(



https://ec.europa.eu/internal_market/imi-net/index_en.htm
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May 2016 kicked of a race to be ready for the GDPR, not just for
private and public sector organisations, but for regulators as well.
DPAs acquired new powers and new cooperation duties, which
meant the majority had to undergo a far-reaching administrative
transformation to get ready for 25 May 2018.

Isabelle Vereecken - Head of the EDPB Secretariat

The DPAs, working together under the umbrella of the WP29 led by Isabelle
Falque-Pierrotin, the head of the French DPA, developed many guidelines
in order to provide consistent and clear explanations on different aspects of
the GDPR. During this preparatory phase, the EDPS-EDPB Memorandum of
Understanding ('MoU’) ('°) was also negotiated, to ensure rules for the good
cooperation between the EDPS and the EDPB. This MoU aimed to clarify
the tasks entrusted to the EDPS as provider of the EDPB Secretariat and the
activities performed by the Secretariat under the direct instructions of the
Chair of the EDPB. Giovanni Buttarelli, Supervisor at the time, was personally
closely involved in creating the EDPB Secretariat and invested a great deal
of time in developing the MoU. The EDPS was also hosting meetings of DPA
representatives to negotiate the future Rules of Procedure ('RoP’) (V') of the
EDPB. From the moment Andrea Jelinek was appointed as Chair of the WP29
(in March 2018), with the perspective to become Chair of the EDPB, she was
chairing these important meetings with the support of her team.

Preparing for the EDPB was a challenge for each and every Member,
but the fact that we knew each other from many years working
together in the WP29 was of tremendous value. It meant that

we understood the challenges others were facing. These close
relationships were a solid foundation to build the EDPB on.

Andrea Jelinek, EDPB Chair 2018-2023

In November 2017, a dedicated Sector was created within the EDPS. While
before that, liaison officer Isabelle Vereecken was working with the help of EDPS
colleagues where needed, a team of seven colleagues was from that moment
working full time to establish the future EDPB Secretariat and to prepare the
cooperation among DPAs. This small team was the core of what was to become
the EDPB Secretariatin May 2018. Together, these colleagues finalised the work
on the future EDPB website and the IMI system and created all the processes
for the future organisation of EDPB meetings.

(1) See Article 75(4) GDPR and the Memorandum of Understanding between the European Data Protection Board and the
European Data Protection Supervisor, signed on 25 May 2018.

(") See EDPB, Rules of Procedure, adopted on 25 May 2018.



https://edpb.europa.eu/about-edpb/about-edpb/rules-procedure-and-memorandum-understanding_en
https://edpb.europa.eu/about-edpb/about-edpb/rules-procedure-and-memorandum-understanding_en
https://edpb.europa.eu/our-work-tools/our-documents/publication-type/rules-procedure_en
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3. Steering the ship

During the EDPB’s very first meeting (25 May 2018), Andrea Jelinek was
unanimously elected as Chair of the EDPB. During this same meeting, the RoP
were adopted and the MoU between the EDPS and the EDPB was signed.
The EDPB also endorsed 16 guidelines adopted by the WP29, which aimed to
clarify the application of GDPR and to promote its uniform application.

When | applied for the function of Chair of the EDPB, | really wanted
to approach the role as a primus inter pares, and to give everyone in
the EDPB a voice.

Andrea Jelinek, EDPB Chair 2018-2023

Suggestions were made to modernise the working methods and to increase
the use of technical means for meetings, e.g. videoconference system,
electronic vote in order to make sure that all Data Protection Authorities,
especially the small ones, are able to participate more actively in the meetings.
This set the tone for the future working methods of the EDPB, which changed
rapidly. Today, the vast majority of EDPB meetings take place remotely. The
EDPB also relies on a systematic vote (during in person meetings, with an
electronic system) for the adoption of documents, compared with WP29, for
which members relied more on the consensus method. This change implied
broader participation of all the members in the decision-making.

Ensuring all members were able to work together on an equal
footing has always been a key requirement when selecting working
tools and methods.

Isabelle Vereecken, Head of the EDPB Secretariat

The EDPB has known many watershed moments in its relatively short span
of existence. There have been many firsts and each of these brought its own
challenges. The first Article 65 Binding Decision (adopted in November 2020)
spurred the EDPB to adopt guidance on relevant and reasoned objections ('?).
The year after, a Binding Decision was challenged for the first time in Court (®)
and the Secretariat needed to secure resources to defend the EDPB's
position. Gradually, as DPAs learned from their experience in enforcing the
GDPR, it became clear there was a role for the EDPB and its Secretariat in
supporting enforcement cooperation. This led to the Vienna declaration (%)
and the creation of synergy-driven programmes, such as the Coordinated

(") EDPB Guidelines 09/2020 on relevant and reasoned objection under Requlation 2016/679, adopted 9 March 2021.

(%) Order of the General Court of 7 December 2022, WhatsApp Ireland/Comité européen de la protection des données,
T-709/21, ECLI:EU:T:2022:783. At the time of drafting this article, the EDPB is involved in 12 legal procedures to which the
EDPBisa party.

(") EDPB Statement on Enforcement Cooperation, adopted on 28 April 2022.



https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-092020-relevant-and-reasoned-objection-under_en
https://edpb.europa.eu/our-work-tools/our-documents/statements/statement-enforcement-cooperation_en
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Enforcement Framework (") and the Support Pool of Experts (*). Building on
the work done by the DPAs, awareness raising among a large audience became
the next important project, culminating in the creation of the SME Guide for
Small Businesses (V7).

| was very proud, on behalf of all the Members, when the Board
adopted the Vienna declaration: it opened the door to a different
level of cooperation between DPAs and the European Commission
immediately put the EDPB wish list at the top of their agenda.

Andrea Jelinek, EDPB Chair 2018-2023

The EDPB Secretariat has grown as the Board’s many responsibilities were
increasing: today, it consists of 39 staff members, divided over five sectors ('®).
However, the EDPB Secretariat needs further expansion in order to keep
the pace and to continue fulfilling its legal duties at the service of the EDPB
and of the GDPR. For instance, the number of binding decisions, for which
the Secretariat nearly always holds the pen (%), has increased a great deal in
the last years. Given the importance of the issues at stake, these decisions
are challenged systematically before Court, which also further increases the
workload of the Secretariat.

4. Getting ready for the future

In December 2023, the EDPB adopted its contribution to the European
Commission’s Report on the Application of the GDPR (?°). This text offers a good
summary of where the EDPB stands today and what it sees as future challenges.

There is general agreement among DPAs that the GDPR has strengthened,
modernised and harmonised data protection principles across the EU. Aware-
ness of data protection rights and obligations has risen significantly. Addi-
tionally, DPAs are using their investigative and corrective powers whenever

(") The Coordinated Enforcement Framework (‘CEF) provides a structure for the EDPB to coordinate enforcement action carried
out by EEA DPAs. The annual coordinated action focuses on a pre-defined topic and allows DPAs to pursue this topic using
the agreed-upon methodology. In 2022, the CEF was about the use of cloud based services by the public sectorand in 2023
about the role of Data Protection Officers.

(%) The Support Pool of Experts ('SPE') was developed as part of the EDPB Strateqy 2021-2023, adopted on 15 December 2020,
to help DPAs to increase their capacity to enforce by developing common tools and giving them access to a wide pool of
experts, either from other DPAs or from outside the EDPB.

("7) Anentire section of the website of the EDPB is dedicated to this interactive guide on GDPR for SMEs.

(") Litigation & International Affairs, Cooperation and Enforcement, Information and Communications, Administrative matters,
and ITmatters. In addition to the 39 staff working within the EDPB Secretariat, 7 EDPS staff members, paid under the budget
of the EDPB, are integrated in the staff of the EDPS and provide horizontal services to the EDPB Secretariat.

(%) Thisis reflected in Article 11(5) of the EDPB Rules of procedure (op. cit. footnote 12) and the reason was that the EDPB Secre-
tariat does not take part in the horizontal cooperation between national data protection authorities during which objections
can be raised.

(%) EDPB, Contribution of the EDPB to the report on the application of the GDPR under Article 97, adopted on 12 December 2023.



https://edpb.europa.eu/our-work-tools/our-documents/strategy-work-programme/edpb-strategy-2021-2023_en
https://edpb.europa.eu/sme-data-protection-guide/home_en
https://edpb.europa.eu/our-work-tools/our-documents/other/contribution-edpb-report-application-gdpr-under-article-97-2023_en
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appropriate and have reinforced their cooperation. The GDPR is also contrib-
uting to an increased global visibility of the EU legal framework and is often
considered as a model by countries outside the EU.

The understanding today is that DPAs will in the coming years cooperate even
more closely on enforcing the GDPR than they do today. Many regulators
working in the same direction can achieve a great deal more than each of
them working on its own priorities. The ‘economy of scale’ and synergies that
are generated by an EU approach will directly benefit individual authorities.
In the future, the Secretariat will play an even more important role in enabling
the cooperation among DPA staff members across the EEA.

There is an irrefutable and natural logic in the development of

the EDPB. Many of today’s projects build upon the experience of
the past years and we could not have tackled these earlier on in
the process. It would have been impossible to arrive at the present
point without the lessons learned from the past six years.

Isabelle Vereecken, Head of the EDPB Secretariat

Nevertheless, there are still obstacles to the cooperation and consistency
mechanism. The Regulation laying down additional procedural rules (*')
will play an important role in overcoming these, once adopted.

The technological landscape is continuously evolving and new technologies
emerge regularly. The EDPB will continue to develop guidance on new and
emerging technologies and follows regulatory developments closely. The
DPAs and the EDPB will also play an important role in the application of the
new digital rules (??), and they need to make sure they have sufficient expertise
available to keep step with emerging technologies. The Support Pool of
Experts ('SPE’) initiative (?*), which was initially suggested by the EDPS, as
member of the EDPB, is very useful in this regard. This initiative enables staff

(*) Proposal for a regulation of the European parliament and of the council laying down additional procedural rules relating
to the enforcement of Regulation (EU) 2016/679, COM(2023) 348 final.

(%) Forinstance, the EDPB will provide guidance on the interplay between the application of GDPR and the Al Act, the legisla-
tions of the EU Data Strategy and the Digital Services Package. The EDPB will contribute to the DGA and DA European Data
Innovation Board and of the DMA High Level Group. It is also worth mentioning that the DPAs are responsible to monitor
the Data Act, insofar personal data is concerned, and that the GDPR cooperation procedures and the EDPB consistency
mechanism also apply, implying the EDPB will have the competence to also adopt binding decisions on this matter, see
Article 31(2)(a) of Regulation (EU) 2023/2854 of the European Parliament and of the Council of 13 December 2023 on har-
monised rules on fair access to and use of data and amending Regulation (EU) 2017/2394 and Directive (EU) 2020/1828
(Data Act), 0J L 2023/2854,22.12.2023.

(%) EDPB Call for Experts, the new EDPB Support Pool of Experts, 21 February 2022.



https://edpb.europa.eu/news/news/2022/call-experts-new-edpb-support-pool-experts_en
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exchanges between DPAs, the EDPS and the EDPB Secretariat (**) but also
helps DPAs to increase their enforcement capacity by developing common
tools and giving them access to a wide pool of external experts.

The EDPB has established itself as an influential decision-making body since
its creation in 2018. Through its legal advice and, even more importantly, its
binding decisions, the EDPB has a far-reaching impact on fundamental legal
questions in the field of data protection.

The EDPB and EDPS have come a long way together since the early beginnings
of the GDPR in 2016. The excellent cooperation between the two institutions
is ample reason to look at the future with confidence.

() Between 2022 and 2023, 22 staff members worked within 15 host authorities for a duration between 2 weeks and
6 months.
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International cooperation with stakeholders beyond the EU has moved from
the margins to the core of the activities of many data protection authorities.
This article describes the role and milestone achievements of different
international fora, such as the Council of Europe, the Spring Conference,
the Global Privacy Assembly, the OECD, the G7 DPAs roundtable and
the International organisations workshop. The EDPS’ active role on the
international stage during the last 20 years has been instrumental in
advancing high data protection standards globally.

Make men work together, show them that beyond their differences
and geographical boundaries there lies a common interest.

Jean Monnet

1. Introduction

There is a feeling of vertigo when we look back and consider the evolution of
our digital societies from 2004 to 2024. Over the last 20 years, we witnessed
a digital revolution deeply impacting many aspects of our lives. There are few
domains that have gone through such deep transformation in such a short
period of time.

In 2004, when the European Data Protection Supervisor ('EDPS’) was estab-
lished, WiFi was still presented as an emerging technology, the iPod and Skype
were dominating their markets and the Facebook company was just created. In

(*) Head of International cooperation at the EDPS. The comments and opinions contained in this contribution are expressed by
the authorin a personal capacity and may not necessarily reflect the positions of the EDPS.
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2024, we are discussing Large Language Models and generative artificial intel-
ligence (‘Al"), digital identity, Internet of behaviours, extended reality, deepfake
detection, etc (1).

We should certainly celebrate innovation, the unprecedented speed of
technological advancement and the breakthroughs in medicine or science,
but we cannot neglect to consider and address the challenges linked to these
evolutions, including for the protection of privacy and personal data.

Data protection in the last 20 years has moved from the margins of a group
of ‘data protection geeks' to the mainstream of public policy, social lives and
citizen advocacy.

There is an equal feeling of vertigo when one considers that the EDPS - in the
same period of time and like other data protection authorities (‘'DPAs’) in the
world - had to grow from scratch and had to demonstrate their adaptability
to face a constantly changing institutional, legal and technological landscape.
The EDPS has indeed done a lot to grow over the years as a strong and mature
institution thanks to the leadership of the three supervisors since the creation
of the institution and thanks to the expertise and dedication of the EDPS staff.
The active role of the EDPS on the international stage has played an integral
and instrumental role in this development.

2. Why international cooperation matters

As a small European Union ('EU’) institution with a specific mandate, the EDPS
understood very early in its existence - and this is still valid today - the strategic
importance of dialogue and cooperation with its peers. Such cooperation takes
place first and foremost within the framework of the EU. The national DPAs of
the EU (?) are the most privileged and 'natural’ partners for the EDPS. Such
cooperation first took place within the framework of the Article 29 Working
Party. Since the entry into application of the General Data Protection Regulation
('GDPR’) (%), it takes place within the framework of the European Data Protection
Board.

Butthe challengeslinked to our digital societies do notstop atthe borders of the
EU. In the field of data protection, like in many other today, the challenges are
global. The aim of this contribution is to assess the importance of international
cooperation beyond the borders of the EU.

(") Seeforinstance on these topics the EDPS TechSonar reports on emerging technologies.

(?) Referencesto'EU’ or'national DPA of the EU" made throughout this contribution should be understood as references to ‘EEA’
or'national DPAs of the EEA',

(®) Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural per-
sons with regard to the processing of personal data and on the free movement of such data, and repealing Directive 95/46/
EC(General Data Protection Regulation), 0J L 119, 4.5.2016, p. 1.


https://www.edps.europa.eu/data-protection/technology-monitoring/techsonar_en
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2.1. A world with more data protection laws but still in search of
a global standard

Many of the national laws and bills over the world present similarities with the
European model of data protection. This model finds its roots and origins in the
standards set in the early 80’s in the Organisation for Economic Co-operation
and Development ('OECD’) Guidelines Governing the Protection of Privacy and
Transborder Flows of Personal Data (*) and the Council of Europe’s Convention
forthe Protection of Individuals with regard to Automatic Processing of Personal
Data (so called ‘Convention 108’) (°).

Since its adoption, the GDPR has also served as an inspirational model for many
countries outside the EU. The GDPR has surely been a global turning point for
privacy and its impact cannot be underestimated. In that sense, the so-called
‘Brussels effect’ is a reality, particularly in the field of digital regulation (¢). The
data protection flagship law of the EU indeed provides a solid and modern
basis for a human-centric data economy and society.

The key message of Vaclav Havel’s famous speech in Aachen in 1996 is still very
relevant today, including in the context of digital regulation: ‘Europe’s task is
no longer, nor will it ever be again, to rule the world, to disseminate by force its
own concepts of welfare and of what is good, to impose its own culture upon
the world or to instruct. The only meaningful task for the Europe of the next
century is to be the best it can be, that is, to resurrect and imbue its life with its
best spiritual traditions and thus help to shape creatively a new pattern of global
coexistence. We shall do most for the world if we simply do as we are bidden by
our conscience, that is, if we act as we believe everyone should act. Perhaps we
will inspire someone as we do so, perhaps we won't." ()

According to the works of Professor Graham Greenleaf, we could count 162
national laws and 20 Bills on the protection of privacy and data protection in
February 2023 (8). Professor Greenleaf forecasts that most jurisdictions without
privacy laws will adopt them this decade. Many existing data protection laws
are also being updated and often upgraded.

By contrast, and to illustrate the rapid pace of adoption of laws, the same
author found that as of mid-2011, there were ‘only’ 76 countries that had laws

(*) OECD, Recommendation of the Council concerning Guidelines Governing the Protection of Privacy and Transborder Flows of
Personal Data, C(80)58/Final, 23 September 1980.

(*) Council of Europe, Convention for the Protection of Individuals with regard to Automatic Processing of Personal Data, ETS No.
108, 28 January 1981.

() Bradford, A., The Brussels Effect, Oxford University Press, 2020. In her book, Columbia Law Professor, Ms Anu Bradford,
argues the EU remains an influential superpower that shapes the world in its image. By promulgating regulations that shape
the international business environment, elevating standards worldwide, and leading to a notable Europeanization of many
important aspects of global commerce, the EU has managed to shape policy in areas such as data privacy, consumer health
and safety, environmental protection, antitrust, and online hate speech.

(7) The New York Review, ‘The Hope for Europe’, Speech of President Véclav Havel, delivered in Aachen on 15 May 1996.

(®) Greenleaf, G., Global Tables of Data Privacy Laws and Bills (8th Ed.), SSRN, 2023.



https://www.nybooks.com/articles/1996/06/20/the-hope-for-europe/
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4405514
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that at least cover most of their private sector and include privacy principles
meeting or exceeding the minimum standards of international data protection
and privacy agreements (°).

Atthe same time, itis a factthatthere is notyet any uniform and global standard
on data protection applied throughout the world. There is no UN universal
binding declaration or convention specifically on data protection. And still
our challenges are present and global. There is still fragmentation among the
various legal frameworks in the world and one needs to identify and address
the risks linked to such fragmentation. Even more, there should be no gap or
vacuum in the protection of the fundamental right to the protection of personal
data - regardless of whether you are based in Belgium or Poland, Armenia or
Serbia, New-Zealand or Japan.

2.2. DPAs are stronger and more effective together

For a stronger and effective protection of personal data at a global level,
DPAs from all over the world need to cooperate, among themselves as well
as with other public authorities and key stakeholders. One often hears calls
for more convergence among the different regions of the world, but words
are not enough. Convergence actually requires concrete actions and projects.
The EDPS strongly believes such concrete actions may lead to a better mutual
understanding and facilitate the building of bridges between our jurisdictions.

The EDPS, Wojciech Wiewidrowski, identified international cooperation as
a main priority for its mid-term Strategy for the institution (). International
cooperation should help to promote global common approaches on privacy
and data protection challenges, which may also contribute to facilitate data
flows from and to the EU.

The basic rationale is that DPAs from all over the world are stronger and
more effective together. As recently recalled by the EDPS Secretary General,
Leonardo Cervera Navas ('), international cooperation is no longer an option
or an ancillary activity for a DPA,; it is vital and should be at the core of all its
actions, from policy to enforcement or new technologies monitoring aspects.
DPAs need to pool limited resources and exchange expertise and findings to
be more effective.

DPAs often remain small institutions facing colossal tasks and challenges. They
need to exchange and whenever possible act together on common challenges
to have an impact and make a difference. DPAs can thus play a role to nuance
the negative effects of regulatory fragmentation, which is in the interest of all.

(°) Greenleaf, G., ‘Global Data Privacy Laws: Forty Years of Acceleration', Privacy Laws and Business International Report, No.
112, SSRN, 2011, p. 11-17 UNSW Law Research Paper No. 2011-36.

(") EDPS, Annual Report 2022, p.10.
(") EDPS, International cooperation in data protection: notan option, but vital to our tasks, 20 September 2023.



https://papers.ssrn.com/sol3/papers.cfm?abstract_id=1946700
https://www.edps.europa.eu/system/files/2023-04/23-04-26_edps_ar_2022_annual-report_en.pdf
https://www.edps.europa.eu/press-publications/press-news/blog/international-cooperation-data-protection-not-option-vital-our-tasks_en
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3. Cooperation and convergence in action:
a few examples

3.1. The central role of the Council of Europe

The Council of Europe is undoubtedly a central player in privacy and data
protection, not only in Europe but increasingly on other continents where pan-
European norms are often taken as a source of inspiration for legislation and
policies. ‘Convention 108’ (") opened for signature on 28 January 1981 and 28
January is still celebrated today as the data protection day in many jurisdictions
in the world. The Convention represented the first legally binding international
instrument in the field of data protection and is open to accession by both
European and non-European countries.

Giovanni Buttarelli rightly recalled in a speech back in 2016 that 'The Council
of Europe and the EU have led the way in renewing the rulebook for a new
generation” and that ‘As regards the Convention [108], one of its best assets is
its material scope. Unlike the EU Charter of Fundamental Rights and the GDFPR,
which are limited by the transfer of competences to the EU by its Member States,
the Convention does not contain a general exemption for national security’ (3).

The Consultative Committee of the Convention 108 (‘T-PD’) - involving DPAs
and government representatives - is responsible for the interpretation of the
provisions of Convention 108 and to facilitate and improve its implementation.

The Committee meets twice a yearin Strasbourg; its Bureau meets three times a
year. The EDPS participates in all T-PD meetings as an observer. In this capacity,
the EDPS actively contributes to the discussions and provides comments on the
documents prepared by the T-PD. The EDPS also represents since June 2019
the Global Privacy Assembly before the T-PD. The EDPS’ role, in this respect,
involves promoting a high standard of data protection and compatibility with
EU data protection standards.

The activities of the T-PD are diverse and concern topics of strategicimportance.
A few recent examples include facial recognition, artificial intelligence, digital
contact tracing, digital identity, processing of personal data in the context of
political activities and elections, inter-state exchanges of data for Anti-Money
Laundering/Countering Financing of Terrorism, and tax purposes, etc. The
EDPS also follows with utmost attention the ongoing work on oversight by
intelligence services as well as the development of contractual clauses in the
context of trans-border data flows.

("2) Council of Europe, Convention for the Protection of Individuals with regard to Automatic Processing of Personal Data, ETS No.
108, 28 January 1981.

(%) EDPS speech on Convention 108: from a European reality to a global treaty, Council of Europe International Conference,
Strasbourg, 17 June 2016.



https://www.edps.europa.eu/sites/default/files/publication/16-06-17_speech_strasbourg_coe_en.pdf
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After long and intense negotiations, Convention 108 has been modernised in
May 2018 (™). The modernisation aims to deal with challenges resulting from
the use of new information and communication technologies and to strengthen
the Convention's effective implementation. The EDPS actively supports
the efforts of the Council of Europe on the ongoing ratification process of
this modernised Convention 108, as the sole legally binding international
convention on the protection of personal data. 38 ratifications are necessary
for the entry into force of this unique and landmark instrument. In late February
2024, 7 ratifications are still needed for the entry into force of Convention 108+
and it is reasonable to hope for such entry into force still in 2024.

As recalled recently by Wojciech Wiewidrowski, we must acknowledge that
‘the success or failure of the Convention 108+ will largely depend on the
effectiveness of its monitoring mechanism. As shown with the case of Russia,
the mere factthat a country is a party to the Convention, does not mean that they
are fulfilling its principles, which makes the role of the monitoring mechanism
all the more crucial. With an effective monitoring mechanism and an effective
cooperation by Member States, Convention 108+ can become a real benchmark
and be a booster to facilitate data flows, including from and to the EU’ ().

Increasingly, other aspects of the work of the Council of Europe are of key
importance forthe data protection community. One can think forinstance about
the negotiations that led to the Second Additional Protocol to the Budapest
Cybercrime Convention (). More recently and still at the Council of Europe, the
EDPS partakes in meetings of the Committee on Artificial Intelligence (‘'CAI"),
which has been tasked to elaborate a Convention on the development, design,
and application of Al systems, based on the Council of Europe’s standards on
human rights, democracy and the rule of law, and conducive to innovation (7).

The increasing relevance of the work of the Council of Europe in the field
of digital regulation led the EDPS to open on 14 March 2023 a new Office
in the premises of the European Parliament in Strasbourg. The new EDPS
Office provides an opportunity for closer cooperation and engagement with
policymakers and other EU institutions present in Strasbourg, as well as with
the Council of Europe ().

(") Council of Europe, Modernised Convention for the Protection of Individuals with Regard to the Processing of Personal Data,
17-18 May 2018.

(") EDPS, “Searching for a Mythological Global Standard in Data Protection”, 23 May 2023.

(") Council of Europe, Second Additional Protocol to the Cybercrime Convention on enhanced co-operation and disclosure of
electronic evidence (CETS No. 224).

("7) Council of Europe, Terms of reference of the Committee on Artificial Intelligence (CAI). Set up by the Committee of Ministers
under Article 17 of the Statute of the Council of Europe and in accordance with Resolution CM/Res(2021)3 on intergovern-
mental committees and subordinate bodies, their terms of reference and working methods.

("®) EDPS, Inauguration Speeches of the EDPS Office in Strasbourg, 22 March 2023.



https://www.coe.int/en/web/data-protection/convention108/modernised
https://www.edps.europa.eu/system/files/2023-05/23-05-23_speech_datenschutzkongress_2023_en.pdf
https://www.coe.int/en/web/cybercrime/second-additional-protocol
https://www.coe.int/en/web/cybercrime/second-additional-protocol
https://rm.coe.int/terms-of-reference-of-the-committee-on-artificial-intelligence-cai-/1680ade00f
https://www.edps.europa.eu/press-publications/press-news/videos/inauguration-speeches-edps-office-strasbourg_en
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3.2. The European Conference of DPAs ('Spring conference’)

The DPAs of EU Member States and the Council of Europe meet annually for a
Spring Conference to address issues of common interest, emergenttrends and
new developments relating to the rights to privacy and data protection.

The EDPS has actively supported this unique forum of all DPAs of ‘Greater
Europe’. In a keynote speech delivered by Giovanni Buttarelli at the Spring
Conference in Budapest in 2016 ('), the EDPS reflected on the future of this
conference and called its members to take action to make this event the
definitive data protection event of the year for regulators in Europe. He called
for ambition and to focus on the day to day challenges which DPAs face - the
complaints, the legal challenges, the inspections, the breach notifications, etc.
He pleaded to turn this forum into a training centre for our staff, a sort of high-
quality, high-intensity data protection boot camp. He also called for an open
session with experts from the wider data protection community.

The EDPS’ call has been largely reflected few years later in the Resolution on
the Conference Vision, Mission and Steering Group adopted in Croatia on
20 May 2022 (°).

The EDPS was also a member of the Interim Steering Group of the Spring
conference tasked to update the Conference’s rules of procedure. More
recently, at the opening session of the 2023 Spring conference, Wojciech
Wiewidrowski, reiterated the importance of this forum and underlined the need
for more institutional support and to reinforce the links between the Spring
conference and the Council of Europe as the Council of Europe in any case
needs to create a network of DPAs under Convention 108+.

The EDPS also regularly participates in the annual case-handling workshops
which are useful fora to discuss practical issues at staff level and bring together
complaint handlers and inspectors from all over Europe.

3.3. The Global Privacy Assembly and the 2018 ‘Olympic Games
of Data Protection’

The Global Privacy Assembly (‘GPA’), previouslynamed International Conference
of Data Protection and Privacy Commissioners, is an international forum with
more than 130 data protection and privacy authorities from across the globe
that gather to connect and share their perspectives on the developments in
data protection and key elements of their international cooperation.

The EDPS is a member of the GPA, which takes place every year in the autumn,
and has been a member of its Executive Committee. To foster convergence

(") EDPS, Keynote speech to Spring Conference of European DPAs Budapest, 26 May 2016.
(%) Spring Conference of the European Data Protection Authorities, Resolution on the Conference Vision, Mission and Steering
Group, Cavtat, Croatia, 18-20 May 2022.



https://www.edps.europa.eu/sites/default/files/publication/16-05-26_spring_conference_gb_en.pdf
https://www.edps.europa.eu/system/files/2022-10/22-05-20_resolution-of-the-croatian-sc-on-the-vision-mission-and-steering-group_en.pdf
https://www.edps.europa.eu/system/files/2022-10/22-05-20_resolution-of-the-croatian-sc-on-the-vision-mission-and-steering-group_en.pdf
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on common standards on the protection of privacy at a global level, some
important resolutions have been adopted by the GPA, for instance on facial
recognition, on government access to data, on Al, on enforcement cooperation
and on international standards through the so-called '‘Madrid Resolution”.
This forum is also an opportunity for developing capacity building activities.

The GPA is more than a conference that takes place once a year as the work
continues throughout the year at working group level. For instance, the EDPS,
jointly with the French DPA, co-chairs the GPA working group on Ethics and
Data Protection in Al and acted as main sponsor for the recent important GPA
Resolution on generative Al systems, adopted in 2023 ().

The EDPS also takes partactively in othervarious GPAworking groups, including
the working groups on Global Frameworks and Standards, Digital Economy,
Data Protection and Other Rights Freedoms, International Enforcement
Cooperation, Digital Citizen and Consumer and Data Sharing.

Under the umbrella of the GPA and with the help of a permanent secretariat
that will soon be established, there is still room to strengthen this cooperation
and turn the GPA into the 'network of networks’ that may play a decisive role to
foster convergence on high standards to safeguard privacy and data protection
worldwide.

One of the highlights in the history of the EDPS is undoubtedly the 2018
International Conference, which was organised jointly by the EDPS and
the Bulgarian DPA (??). The main theme of the conference was ethics and
new technologies.

The EDPS launched the EDPS Ethics Initiative back in 2015, as part of its
commitment to forging global partnerships. The EDPS wanted to generate a
global discussion on how our fundamental rights and values can be upheld in
the digital era.In 2018, the EDPS published an Ethics Advisory Group Report (23).
However, it was the International Conference, dubbed the ‘Olympic Games of
Data Protection’ by Giovanni Buttarelli, which really launched the discussion on
digital ethics onto the international agenda.

The public session of the International Conference focused on Debating
Ethics: Dignity and Respect in Data Driven Life. With over 1000 people from a
variety of different backgrounds, nationalities and professions in attendance,
high-profile speakers and considerable media coverage, the event served to
foster debate on the issue and put new ethical and legal questions high on the
agenda of DPAs and others across the world.

(*) Global Privacy Assembly, Resolution on Generative Artificial Intelligence Systems of the 45th Closed Session of the Global
Privacy Assembly, October 2023.

() International Conference of Data Protection & Privacy Commissioners, Debating Ethics: Dignity and respect in data driven
life, 40th International Conference of Data Protection and Privacy Commissioners, 22-26 October 2018.

(%) EDPS Ethics Advisory Group, 'Towards a digital ethics', Ethics Advisory Group Report 2018, issued on 25 January 2018.



https://globalprivacyassembly.org/wp-content/uploads/2023/10/5.-Resolution-on-Generative-AI-Systems-101023.pdf
https://globalprivacyassembly.org/wp-content/uploads/2023/10/5.-Resolution-on-Generative-AI-Systems-101023.pdf
https://privacyconference2018.org/
https://privacyconference2018.org/
https://www.edps.europa.eu/data-protection/our-work/publications/ethical-framework/ethics-advisory-group-report-2018_en
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Many members of the data protection community present at this event will
long remember the moving standing ovation in the hemicycle of the European
Parliament for the EDPS, Giovanni Buttarelli. But probably even more, the
participants will long remember the inspirational speech in which he set out
the strategic importance of defining a truly global digital ethics that safeguards
dignity and respect for individuals and groups in the decades to come.

Giovanni Buttarelli reminded us - amongst many other things - that ‘Not
everything that is legally compliant and technically feasible is morally
sustainable’. Or that ‘When media and the digital world become omnipresent,
their influence can stop people from learning how to live wisely, to think
deeply and to love generously’. Or that ‘Technology is, for now, predominantly
designed and deployed by humans, for purposes defined by humans. But we
are fast approaching a period where design, deployment and control of new
technologies and technological processes are delegated to machines. But
before we start to think about the humanised robots of tomorrow, we should
consider the ‘robotised humans’ of today.’ (?%)

These messages still strongly resonate today. After Giovanni Buttarelli’s tragic
passing - shortly after the conference in 2019 - the GPA, under the leadership of
Elisabeth Denham, decided to create an award and to ensure that his legacy is
maintained and to pay tribute to the memory of the former EDPS’ contribution
as an outstanding leader in the global data protection community (?).

3.4. The increasing influence of the OECD

Just like the Council of Europe, the OECD played the role of a pioneer with the
adoption on 23 September 1980 of the influential OECD Guidelines Governing
the Protection of Privacy and Transborder Flows of Personal Data (?). The
OECD Privacy Guidelines are widely recognized as a global minimum standard
for privacy and data protection. The validity and pertinence of these basic
principles were reaffirmed through both the 2013 revision and the 2021 report
on implementation - closely followed by the EDPS.

The work of the OECD is becoming increasingly relevant for the EU and the
EDPS. The OECD's work on data governance and privacy is carried out by the
Working Party on Data Governance and Privacy in the Digital Economy ('DGP’).
The DGP develops and promotes evidence-based policies on data governance
and privacy. It is composed of delegates from the 38 member countries of the
OECD, including in particular representatives of governments and DPAs (¥).

(%) 40th International Conference of Data Protection and Privacy Commissioners, Conference Report.
() Global Privacy Assembly (GPA) 'Giovanni Buttarelli Award'.

(%) OECD, Recommendation of the Council concerning Guidelines Governing the Protection of Privacy and Transborder Flows of
Personal Data, C(80)58/Final, 23 September 1980.

(%) QOECD, Why data governance matters.



https://privacyconference2018.org/sites/default/files/2019-02/icdppcreportFinal web version.pdf
https://globalprivacyassembly.org/news-events/giovannibuttarelliaward/
https://www.oecd.org/digital/data-governance
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The EDPS is following the activities of the DGP, in particular on questions linked
to Data Free Flow with Trust, on government access to data held by private
entities, on enforcement cooperation and on Privacy Enhancing Technologies.

The EDPS is also part of the Privacy Guidelines Expert Group (‘PGEG’)
and follows the activities of the Working Party on Artificial Intelligence
Governance ('AIGO’). Of particularimportance are two Declarations adopted at
the OECD ministerial meeting held on 14-15 December 2022 on a Declaration
on a Trusted, Sustainable and Inclusive Digital Future () and a Declaration on
Government Access to Personal Data Held by Private Sector Entities (*7).

In relation to the last Declaration, the OECD rightly identified a critical gap
affecting cross-border flows of personal data in the lack of common safeguards
that countries put in place to protect privacy when accessing personal data
held by private entities for national security and law enforcement purposes. In
December 2022, OECD Members and the EU achieved an important milestone
in addressing this gap and promoting trust in cross-border data flows when
they adopted the first intergovernmental agreement in this area.

3.5. The G7 DPAs Roundtable of ‘like-minded countries’

In September 2022, and for the first time ever, the EDPS participated in a
Roundtable of G7 DPAs in Bonn atthe invitation of the Federal DPA of Germany.
This official event was organised in the context of the German Presidency of the
‘Group of Seven’, an inter-governmental political forum consisting of Canada,
France, Germany, ltaly, Japan, the United Kingdom, and the United States, as
well as the European Union. The EU was represented by the EDPS, Wojciech
Wiewidrowski, and the Chair of the EDPB, Andrea Jelinek. At the event, the
G7 DPAs discussed a wide range of topics and the EDPS delivered a keynote
speech on 'Data Free Flow with Trust and international data spaces from an EU
perspective’ (*9).

The EDPS also participated in the 2023 edition of the G7 Roundtable in June
2023, in Tokyo, Japan under the leadership of the Japanese DPA. Together, G7
data protection and privacy authorities discussed joint actions on some of the
key issues permeating to data protection. This included the topic of Generative
Al and the topic of Data Free Flow with Trust. Exchange of views were also held
on emerging technologies, and how these can embed the principles of data
protection and privacy, as well as strategies to enforce data protection rules.

This forum - leading to the adoption of important communiqués and action
plans (®')-is now established on a permanent basis and the EDPS is participating
to its different working groups.

(%) OECD, Declaration on aTrusted, Sustainable and Inclusive Digital Future, C(2023)15, 15 December 2022.
(%) OECD, Declaration on Government Access to Personal Data Held by Private Sector Entities, C(2023)15, 14 December 2022.

(*) EDPS, 'Data Free Flow with Trustand international data spaces from an EU perspective’, Keynote Speech of Wojciech Wiewié-
rowski at the G7 DPA Roundtable 2022 in Bonn, Germany, 7 September 2022.
(*") Seeforinstance the G7 Hiroshima Summit 2023 and the G7 DPAs' Action Plan.



https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0488
https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0487
https://www.edps.europa.eu/data-protection/our-work/publications/speeches-articles/2022-09-07-data-free-flow-trust-and-international-data-spaces-eu-perspective_en
https://www.ppc.go.jp/files/pdf/G7roundtable_202306_communique.pdf
https://www.ppc.go.jp/files/pdf/G7roundtable_202306_actionplan.pdf
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3.6. Providing a platform for discussion among international
organisations

One of the EDPS’ priorities is to generate and foster global partnerships in
the field of data protection. One way for the EDPS to pursue this goal is to
co-organise, on a regular basis, workshops dedicated to data protection with
international organisations. These workshops, initiated by Peter Hustinx in
2005 and pursued by his two successors, are an opportunity for all international
organisations to exchange their experiences and views on the most pressing
issues they are facing.

The starting point for this initiative is to consider that - to some extent - the
EDPS is the DPA of a sui generis international organisation, the EU. Over the
years, the relevance and significance of these workshops have steadily grown.
While the first edition of the workshop in 2005 started with few participants
sitting around the table of a very small room, the latest editions of the workshop
gathered over 100 participants and more than 50 international organisations
with very different profiles and mandates, ranging from humanitarian action
to police cooperation, from weather forecast to scientific research, from
intellectual property to financial institutions.

Over the years, the EDPS had the honour to co-organise this workshop with
the OECD, the European Patent Office, the European University Institute,
the World Customs Organisation, the International Committee of the Red
Cross, the International Organisation for Migration, the United Nations High
Commissioner for Refugees, the World Food Programme and Interpol. In
September 2024, for the first time, the Workshop will take place across the
Atlantic in Washington and will be co-organised with the World Bank.

The continuous interest in this initiative confirms the need for a platform where
international organisations can engage, share best practices and discuss
common challenges, as well as increase awareness on the importance of
protecting individuals’ personal data around the world. As recalled by Wojciech
Wiewidrowski, though they may be exempt from national laws, ‘international
organisations are on the front line when it comes to addressing the challenges
and uncertainty of globalisation and, as a result, are expected to show leadership
in improving data protection standards (3?)'.

(%) Wiewiérowski, W., International Organisations demonstrate dedication to data protection, EDPS Blog, 17 July 2018.



https://www.edps.europa.eu/press-publications/press-news/blog/international-organisations-demonstrate-dedication-data_en
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3.7. Other Regional and International Networks and further
bilateral cooperation activities

Many other fora are of paramount importance for data protection even though
they cannot be discussed in detail in this contribution.

For instance, the EDPS is a very active member of the International Working
Group on Data Protection in Technology ('TWGDPT’), also known as the Berlin
Group, that meets to discuss, in particular, data protection and privacy issues
related to information and technology.

The EDPS also follows the activities of other networks to support regional
initiatives that aim to strengthen data protection worldwide. These include
the Ibero-American data protection network, the Global Privacy Enforcement
Network, the Asia Pacific Privacy Forum, the French-speaking association
of personal data protection authorities and the meetings of the Central and
Eastern Europe Data Protection Authorities.

On top of these various multilateral fora, there is a need for a strong bilateral
cooperation between authorities. Forinstance, the EDPS and the UK Information
Commissioner’s Office signed on 9 November 2023 a Memorandum of
Understanding (‘MoU’) (*3), which reinforces their common mission to uphold
individuals' data protection and privacy rights, and cooperate internationally
to achieve this goal. The EDPS is also pursuing an active and strong bilateral
cooperation with many other partners within and outside the EU.

4. Conclusion

As we could see in this contribution, there are many ongoing initiatives in nu-
merous international fora. International cooperation has moved from the ‘mar-
gins’ of small international affairs units to the ‘mainstream’ and core activities
of all sectors and units of many data protection authorities. But a lot remains to
be done.

Five key objectives should be kept in mind and accompany us in the years to
come: (i) promoting high global standards on data protection compatible with
the ones setoutin the EU and in Convention 108+ (ii) favouring the emergence
of a 'network of networks’ to mutualise the efforts of the various international
fora active in the field; (iii) exploring more interoperability among the legal
frameworks whenever there is sufficient convergence and trust in particular
among like-minded countries; (iv) supporting an intense practical cooperation
among DPAs for an effective enforcement of data protection laws; (v) always
showing humility and flexibility to adapt to the constantly evolving challenges
and landscape.

I have no doubtthatthe EDPS will continue to play its part and take on a decisive
role for another 20 years and even more.

(%) EDPS, EDPS-1CO Memorandum of Understanding, signed on 8 November 2023.



https://www.edps.europa.eu/data-protection/our-work/publications/memorandum-understanding/2023-11-09-edps-ico-memorandum-understanding_en
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This article describes the evolution of the relationship between technolo-
gy and data protection in light of the strategies and activities of the EDPS.
It also describes the first collective efforts at international level to better
understand emerging risks for human rights, while at the same time har-
nessing technology to protect privacy and personal data. The evolution
of EDPS strategies and activities, from the supervision of trans-European
Large Scale Information Systems, to the development of technology-orient-
ed guidance and more structured technology monitoring and foresight, is
closely intertwined.

1. Introduction

The protection of fundamental rights such as privacy and human dignity is
tightly connected with the ways personal data can be processed by available
technologies and with the pervasiveness and use of those technologies. The
technology landscape is evolving rapidly, featuring more and more Al-based
systems that leverage huge amounts of data, much of which relates to natural
persons. The EDPS has been aware of the structural link of privacy and data
protection with technology since its early days. This article highlights how the
EDPS' strategies and activities have accompanied the evolution ofthe relationship
between technology and data protection since the foundation of the Institution.

(*) Deputy Head of the Technology & Privacy Unit of the EDPS.
(**)Former EDPS Official.
(***) Head of Sector - Technology Monitoring and Foresight - Technology & Privacy Unit of the EDPS.

NB: The comments and opinions contained in this contribution are expressed by the authors in a personal capacity and may not
necessarily reflect the position of the EDPS.
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2. Fundamental rights and the development
of information and communication
technologies

First discussions about the risks to the fundamental rights of individuals from
the processing of their personal data emerged in the 1960s when, ‘electronic
data processing’ equipment was rolled out in public administrations and
big companies ('). Already in this early stage of technological development,
experts were concerned about the control that these already powerful
organisations would be able to exercise over the individuals whose data they
were processing, sometimes even without their knowledge. These discussions
resulted in the creation of privacy and data protection laws in the 1970s, which
set legal constraints for some aspects of the processing and defined the rights
of the individuals concerned.

Practical experience in the enforcement of data protection laws led to the
observation that technology should not only be the enabler of the processing
of personal data but also contribute to providing safeguards against misuse,
which could impact human dignity and freedom of individuals. Data protection
authorities made efforts to understand the specific risks of emerging
technologies and develop strategies for mitigation. Technological progress
in the telecommunications sector and ‘New Media’ was an important factor in
these developments.

In 1983, the International Conference of Data Protection and Privacy Commis-
sioners ('ICDPPC’) (?), decided to establish the International Working Group
on Data Protection and Telecommunications (?) (IWGDPT'), also known as the
‘Berlin Group' since the Berlin Data Protection Authority led the work of the
group until recently. Over the last 40 years, the Berlin Group accompanied the
technological development with analysis and guidance prepared and agreed
by a broad international cooperation of data protection and privacy authorities
as well as other organisations from around the globe. The EDPS became an
active participant of the group soon after its establishment.

Over the years, the understanding that technology is there not only to create
problems, but also to contribute to solutions to protect privacy has gained
traction. An important milestone was a report published in 1995 by the Dutch
and Canadian Data Protection Authorities (*) which coined the term 'Privacy
Enhancing Technologies’ ('PETs’), which has since then become a field of research
within computer science, featuring in numerous publications and conferences. At
the 2010 International Conference of Data Protection and Privacy Commissioners

(") VanAlsenoy, B., Data Protection Law in the EU: Roles, Responsibilities and Liability, Intersentia, 2019, p. 155-162.
(%) The ICDPPCwas renamed Global Privacy Assembly, GPA.

(%) The Berlin Group was later renamed as International Working Group on Data Protection in Technology.

()

Van Rossum, H., Gardeniers, H., Borking, J., Cavoukian, A., Brans, J., Muttupulle, N., Magistrale, N., Privacy-Enhancing
Technologies: The Path to Anonymity, Information and Privacy Commissioner / Ontario, Canada & Registratiekamer, The
Netherlands, Den Haag, 1995.



https://www.bfdi.bund.de/EN/Fachthemen/Gremienarbeit/Berlin-Group/Berlin-Group-node.html
https://www.researchgate.net/publication/243777645_Privacy-Enhancing_Technologies_The_Path_to_Anonymity
https://www.researchgate.net/publication/243777645_Privacy-Enhancing_Technologies_The_Path_to_Anonymity
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in Jerusalem, the then EDPS Peter Hustinx summarized the unsatisfactory
progress in the field (°), and the Plenary adopted a resolution (¢) demanding
'Privacy by Design’, endorsing the principles promoted by the Ontario Privacy
Commissioner Ann Cavoukian.

One of the EDPS’ tasks, originally established in Regulation (EC) No 45/2001 (7),
is to 'monitor relevant developments, insofar as they have an impact on the
protection of personal data, in particular the development of information and
communication technologies'.

In 2011, the EDPS decided to concentrate its technological competence in a
dedicated organisational unit, which would monitor technological develop-
ment and provide expertise to policy makers and in-depth understanding for
supervision and enforcement efforts. The Information Technology Policy sector
was established in 2012.

In addition to analysing and evaluating EU policies, such as the Cloud Computing
Strategy in 2012 (2), one of the objectives was to provide guidance for the use of
technology by the EU institutions underthe direct supervision of the EDPS through
the publication of guidelines on specific use cases, such as mobile devices (%),
mobile applications ('°), web services (") and cloud computing services ().
Furthermore, the EDPS provided guidelines for IT related organisational and
technical measures such as security measures to protect personal data ('),
IT governance and IT management (") and Data Breach notifications (**). All
these guidelines were developed in an interactive process with the institutions
concerned, giving institutional data protection officers ('DPOs’) as well as IT
managers the opportunity to comment on draft guidelines, and taking account
of their comments as well as of the practical experiences the institutions shared
through the DPO network or the inter-institutional IT cooperation. The guidelines

(°) Asexpressed also in: Hustinx, P, ‘Privacy by design: delivering the promises', [dentity in the Information Society IDIS, Vol. 3,
2010, p. 253-255.

(®) Resolution on Privacy by Design, adopted during the 32nd International Conference of Data Protection and Privacy Commis-
sioners, 27-29 October 2010.

(") Regulation (EC) No 45/2001 of 18 December 2000 on the protection of individuals with regard to the processing of personal
data by the Community institutions and bodies and on the free movement of such data, 0J L 8, 12.1.2001, p. 1-22.

(®) EDPS Opinion on the Commission's Communication on "Unleashing the potential of Cloud Computing in Europe”, issued on
16 November 2012.

(%) EDPS Guidelines on the protection of personal data in mobile devices used by European institutions (Mobile devices quide-
lines), issued in December 2015.

(") EDPS Guidelines on the protection of personal data processed by mobile applications provided by European Union institu-
tions, issued in November 2016.

(") EDPS Guidelines on the protection of personal data processed through web services provided by EU institutions, issued in
November2016.

('?) EDPS Guidelines on the use of cloud computing services by the European institutions and bodies, issued on 16 March 2018.

(%) EDPS Guidance on Security Measures for Personal Data Processing - Article 22 of Requlation 45/2001, issued on 21 March 2016.

(") EDPS Guidelines on the protection of personal data in IT governance and IT management of EU institutions, issued on
23 March 2018.

(") EDPS guidelines on personal data breach notification for the European Union Institutions and Bodies, issued on 21 Novem-
ber2018.



https://doi.org/10.1007/s12394-010-0061-z
https://www.edps.europa.eu/sites/default/files/publication/10-10-27_jerusalem_resolutionon_privacybydesign_en.pdf
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/cloud-computing-europe_en
https://www.edps.europa.eu/data-protection/our-work/publications/guidelines/mobile-devices_en
https://www.edps.europa.eu/data-protection/our-work/publications/guidelines/mobile-devices_en
https://www.edps.europa.eu/data-protection/our-work/publications/guidelines/mobile-applications_en
https://www.edps.europa.eu/data-protection/our-work/publications/guidelines/mobile-applications_en
https://www.edps.europa.eu/data-protection/our-work/publications/guidelines/web-services_en
https://www.edps.europa.eu/data-protection/our-work/publications/guidelines/guidelines-use-cloud-computing-services-european_en
https://www.edps.europa.eu/data-protection/our-work/publications/guidelines/security-measures-personal-data-processing_en
https://www.edps.europa.eu/data-protection/our-work/publications/guidelines/it-governance-and-it-management_en
https://www.edps.europa.eu/data-protection/our-work/publications/guidelines/guidelines-personal-data-breach-notification_en
https://www.edps.europa.eu/data-protection/our-work/publications/guidelines/guidelines-personal-data-breach-notification_en
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were appreciated and found useful by many organisations also beyond the
constituency of the EU institutions. The EDPS applied the proposed approaches
and methodologies for the IT under its own control, too.

3. Ubiquitous technology, pervasive
surveillance

Over the years, the limitations of information and communication technologies
(which also limit the possibilities for the processing of personal data) have
decreased and the usability and distribution of technologies and devices have
massively increased. Today, small and ubiquitous mobile devices are often
more powerful than the data centres of the 1970s and provide connectivity with
high speed and capacity. Some milestones in the process were the arrival of
workstations and personal computers in the 1980s and 1990s, the roll-out of the
world wide web from 1989 onwards, digital mobile communications starting with
GSMin the 1990s, the arrival of smart phones at the beginning of the 21st century
and the first steps towards the Internet of Things in the same period. The
exponential growth of the capabilities of hardware enabled completely new uses
for data processing, such as social media, cloud computing, big data processing
and most recently the mass accessibility of artificial intelligence solutions.

Information technology came ever closer to the individual, from the data centre
at the workplace to the personal computer at home, to the smartphone in the
pocket and wearable and implanted devices on or in the human body, and to
most environments with more and better surveillance technology in the public
space and data collection and communication integrated in home appliances.
The availability of huge collections of data about each and every move and
action of individuals has provided the raw material for new business models,
such as behavioural advertising and for other profiling operations in public
and commercial contexts. Social media companies are among the more visible
actors in this field, often attracting much public scrutiny. Yet there are also less
visible entities, such as data brokers and analytics companies who keep their
activities out of the public attention yet are critical actors of the personal data
trading ecosystem.

In 2013, the revelations by former US intelligence employee Edward Snowden
brought to light an extensive network of data collection and analysis
organised by US and other intelligence and national security services. Civil
rights defenders and politicians were shocked by the extent of surveillance.
The Internet technology community was also concerned about the use of the
technology they were developing. The discussions at the 88th meeting of the
Internet Engineering Task Force ('IETF’) in Vancouver (') in September 2013
took note of poor privacy controls within the Internet and made clear that the
designers of the Internet protocols considered pervasive surveillance a risk
against which the users should be protected.

(') IETF 88 Proceedings, Technical Plenary, 6 November 2013.



https://www.ietf.org/proceedings/88/technical-plenary.html
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The EDPS saw the shared interest in preventing extensive tracking on the Inter-
net as an opportunity to bring the technology and data protection community
together and to explore options for common actions. After reaching out to
technology forums such as the Chaos Communications Congress ('30c3’) (),
the Free and Open Software Developers European Meeting (‘(FOSDEM’) ('8)
and members of IETF Security Area (), a first meeting bringing stakeholders
together was scheduled in Berlin in September 2014 to inaugurate the Internet
Privacy Engineering Network ('IPEN’) (?°). The first meeting of the IPEN network
was organised by the EDPS together with the Berlin Data Protection Commis-
sioner, the European Academy for Information Freedom and Data Protection
('EAID’), the Commission Nationale Informatique et Libertés CNIL (France),
Unabhangiges Datenschutzzentrum Schleswig-Holstein ULD (Germany), Infor-
mation Commissioner |CO (UK), Irish Data Protection Commissioner (Ireland)
and College Bescherming Persoonsgegevens (Netherlands). The IPEN network
has continued to provide a platform for the exchange between technologists
and data protection experts.

Keeping up with the technological development and staying in dialogue
with technology designers was also a key element in the EDPS strategy 2015-
2019 (?"), in the period of the approval and the entry into force of the GDPR (??)
and the EUDPR (?%), the new data protection Regulation for EU institutions.

4. Data protection by design and by default

The technological dimension of data protection is among the many areas for
which the GDPR and EUDPR mean a massive step forward. Both instruments
not only operationalise the principle of ‘data protection by design’ (now
an obligation), but also incorporate the requirement of ‘data protection by
default. Both requirements can be seen as the technological dimension of the
principles of fair processing of personal data, mandating the implementation
of data minimisation and transparency. Beyond the practical advice on how to
apply the principle in its guidelines, the EDPS set its vision on how to foster data
protection by design and by default () and called for a widespread adoption
of privacy engineering methodologies, the use of PETs and the promotion
of standardisation activities, conscious of the need for public administration

(") 30C3: 30th Chaos Communication Congress, 27-30 December 2013.

(") FOSDEM 14, 1-2 February 2014.

(") IETF Community Wiki, Security Area.

(%) EDPS, Engineering privacy: the IPEN Initiative, Press Release, issued on 26 September 2014.

(*') EDPS Strategy 2015-2019, Leading by Example, issued on 30 July 2015.

(%) Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural per-

sons with regard to the processing of personal data and on the free movement of such data, and repealing Directive 95/46/
EC(General Data Protection Regulation), 0J L 119, 4.5.2016, p. 1.

(%) Regulation (EU) 2018/1725 of the European Parliament and of the Council of 23 October 2018 on the protection of natural
persons with regard to the processing of personal data by the Union institutions, bodies, offices and agencies and on the free
movementof such data, and repealing Regulation (EC) No 45/2007 and Decision No 1247/2002/EC, 0J L 295, 21.11.2018, p. 39.

(%) EDPS Opinion 5/2018 - Preliminary Opinion on privacy by design, issued on 31 May 2018.



https://events.ccc.de/congress/2013/wiki/Main_Page
https://archive.fosdem.org/2014/
https://wiki.ietf.org/group/sec
https://www.edps.europa.eu/press-publications/press-news/press-releases/2014/engineering-privacy-ipen-initiative_en
https://www.edps.europa.eu/data-protection/our-work/publications/strategy/strategy-2015-2019_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/privacy-design_en
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to lead by example. As standards are being more and more established by
jurisprudence as a measure for the state of the art, the development of privacy-
related standards such as ISO 27701 (?°) and ISO 31700 (?) became important
tools for assessing the technical dimension of data protection.

In the practical work of supervision and enforcement, supervisory authorities
have to assess whether controllers have implemented protective measures
that represent the state of the art in technology. As in the pre-GDPR era, the
EDPS has always been at the forefront in providing its contribution to assessing
the data protection impact of technologies and with advice on how to be
accountable in using those technologies in compliance with the applicable
legislation and its principles (¥/).

5. Covid crisis: the importance of sustainable
information technologies

The outbreak of the COVID-19 pandemic called for the use of any available
means, including technology, to counter the uncontrolled spread of the
virus. Mobile devices are equipped with sensors and protocols to measure
position and proximity. This made them obvious candidates for contact tracing
and infection tracking to mitigate transmission and contain the pandemics.
However, mingling positional data with health related data, as well as providing
public health authorities and other stakeholders with access to vast amounts of
data, creates privacy and surveillance risks.

After the COVID-19 outbreak, China, Taiwan and other countries implemented
strict policies supported by extensive monitoring and geo-tracking of citizens via
their mobile phones. Many civil society organisations (%) voiced substantial
concerns over digital surveillance and recalled that any surveillance measures
to address the pandemic must be lawful, necessary and proportionate, as well
as implement accountability and provide adequate safeguards against misuse.

The European Union started promptly investigating how to harness digital tools
to fight the pandemic. New coordination and collaboration mechanisms were
set up to connect national eHealth authorities under a network established
by EU law, as well as an EU-wide digital contact tracing infrastructure. The
coordinated approach produced several guidelines, a Common EU Toolbox

(%) 1SO/IEC 27701:2019, Security techniques -Extension to ISO/IEC 27001 and ISO/IEC 27002 for privacy information manage-
ment - Requirements and quidelines.

(%) 150 31700-1:2023, Consumer Protection - Privacy by design for consumer goods and services, Part 1: High-level requirements.

(*7) The EDPS also contributed to the EDPB Guidelines 4/2019 on Article 25 Data Protection by Design and by Default, adopted
on 20 October 2020.

(%) See Joint Civil Society Statement: States use of digital surveillance technologies to fight pandemic must respect human
rights, Human Rights Watch, 2 April 2020.



https://www.iso.org/standard/71670.html
https://www.iso.org/standard/71670.html
https://www.iso.org/standard/84977.html
https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-42019-article-25-data-protection-design-and_en
https://www.hrw.org/news/2020/04/02/joint-civil-society-statement-states-use-digital-surveillance-technologies-fight
https://www.hrw.org/news/2020/04/02/joint-civil-society-statement-states-use-digital-surveillance-technologies-fight
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for mobile applications to guide the development and deployment of the
national digital contact tracing apps, as well as a common infrastructure for
cross-border communication of national apps.

The EDPS and the EDPB reacted to the new crisis by quickly adapting
priorities and focussing on providing support and advice for effective
solutions implementing the data minimisation principle, with privacy by design
and by default embedded in processes and tools (?). The EDPS Wojciech
Wiewidérowski called for an EU Digital Solidarity based pan-European approach
against the pandemic (*°) and provided continuous advice and support to the
European Commission and all the EU institutions. The EDPS joined the EDPB in
guiding Member States on the sustainable and compliant use of location data
and contact tracing app (*') as well in the protection of data subjects’ rights
during the state of emergency at national level (*2). Overall, the identification
of sustainable solutions for contact tracing app was perhaps the first time
where, at EU level, the challenge of data protection by design and by default
was not any longer only for specialists but part of a public debate that touched
everybody's everyday life.

The pandemic limited our movements and the possibility to gatherin presence,
changing the way we live, work, communicate, have fun. This has impacted
digital innovation and transformation, in particular in advanced economies ().
Microsoft CEO Satya Nadella said, ‘We've seen two years’ worth of digital
transformation in two months. From remote teamwork and learning, to sales
and customer service, to critical cloud infrastructure and security’ (*%). Digital
industry sectors boosted by the pandemic include cloud computing, remote
team collaboration and productivity, e-platforms for the provision of services,
extended reality technologies and artificial intelligence. This shift has also been
accompanied by arise of cybersecurity threats and a greater amount of personal
data processed. Beyond doing what was necessary to directly support the
fight to the pandemic, data protection authorities, including the EDPS, moved
their focus also to the use of videoconferencing and collaboration tools. This
increased attention has led to some improvements in the way these products
and services are used to protect data and people from a cybersecurity and
data protection perspective, including within the EU institutions ().

(%%) EDPS response to the COVID-19 outbreak.

(%) Wiewidrowski W., Video address, EU Digital Solidarity: a call for a pan-European approach against the pandemic, published
on 6 April 2020.

(%) EDPB Statement on the processing of personal data in the context of the COVID-19 outbreak, adopted on 19 March 2020.

(*?) EDPB Statement on restrictions on data subject rights in connection to the state of emergency in Member States, issued on
2 June 2020.

(*3) Jaumotte, F., Oikonomou, M., Pizzinelli, C., Tavares, M., How Pandemic Accelerated Digital Transformation in Advanced
Economies, IMF Blog, 21 March 2023.

(*) Microsoft Earning Press Release FY20 Q3, 29 April 2020.
(%) EDPS Decision on the CJEU's use of Cisco Webex video and conferencing tools, issued on 13 July 2023.
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https://edpb.europa.eu/our-work-tools/our-documents/statements/statement-restrictions-data-subject-rights-connection-state_en
https://www.imf.org/en/Blogs/Articles/2023/03/21/how-pandemic-accelerated-digital-transformation-in-advanced-economies
https://www.imf.org/en/Blogs/Articles/2023/03/21/how-pandemic-accelerated-digital-transformation-in-advanced-economies
https://www.microsoft.com/en-us/Investor/earnings/FY-2020-Q3/press-release-webcast
https://www.edps.europa.eu/data-protection/our-work/publications/authorisation-decisions-transfers/2023-07-13-edps-cjeus-use-cisco-webex-video-and-conferencing-tools_en
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6. Contributing to a sovereign digital
transformation

The business model of most social media platforms relies on tracking its
users and monetizing their profiles. Meta’s recent decision of charging 10
dollars monthly to users who want to avoid being tracked and profiled for
advertisement purposes is case in point (*).

Despite growing awareness of the privacy and data protection issues
surrounding some of the most popular social media platforms, the vast majority
of users remain on those platforms. This is, to some extent, due to the so-called
network effect, that makes social media platforms more attractive and useful
the bigger they get. At the same time, the lock-in effect makes it extremely
inconvenient for users to leave a platform, which is also partly due to a lack of
interoperability. Another possible explanation for the lack of user reaction is a
perceived scarcity of compliant, useful alternatives. Many of those platforms
(as well as other IT services such as office productivity and collaboration
software) are offered by providers from outside the EU, often subject to legal
provisions that enable access and control of individuals’ personal data in a way
not compliant with EU laws and values.

To tackle those issues, the EDPS sucessfully carried out from April 2022 to
May 2024 in close collaboration with the European Commission’s Directorate
General for Informatics ('DIGIT’), the public pilot phase of two social media
platforms: EU Voice and EU Video (*7). Other than the Commission, a few more
EU institutions participated, such asthe EU Court of Justice and the EU Economic
and Social Committee. Both platforms were part of decentralised, free and
open-sourcesocial media networks that connect users in a privacy-oriented
environment. EU Voice was based on Mastodon (*®) and provides a functionality
similar to the one provided by X (formerly known as Twitter). EU Video was based
on PeerTube (*) software and provides video hosting and streaming capacities
similar to those offered by other video platforms such as YouTube.

7. Data protection audits go digital

Since its creation, the EDPS has taken up the responsibility to supervise IT
systems processing personal data underthe responsibility of the EU institutions,
including those called Large-Scale IT Systems, trans-European systems usually
supporting EU policies via the exchange of a large amount of data among
Member States and centrally with the EU institutions. These IT systems are all
based on a legal basis which, among other provisions, defines the conditions

(%) Meta, Facebook and Instagram to Offer Subscription for No Ads in Europe, 30 October 2023.

(¥7) EDPS, Press Release, EDPS launches pilot phase of two social media platforms, issued on 28 April 2022.
(%) https://joinmastodon.org

(*) https://joinpeertube.org



https://about.fb.com/news/2023/10/facebook-and-instagram-to-offer-subscription-for-no-ads-in-europe/
https://www.edps.europa.eu/press-publications/press-news/press-releases/2022/edps-launches-pilot-phase-two-social-media_en
https://joinmastodon.org/
https://joinpeertube.org
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under which personal data may be processed and under what safeguards (*°). A
large share of these IT systems, such as the Schengen Information System, the
Visa Information System, etc. are mainly used for asylum, border management
and migration policies. The EDPS, together with national data protection
authorities, performs a thorough supervision, including at technical level, to
verify that the data protection by design and by default is implemented on
those IT systems, to ensure that privacy, data protection and relevant citizens'
fundamental rights are respected and EU values are upheld when using them.

The experience on Large-Scale IT Systems has upskilled EDPS audit capabilities
in other contexts, which led to the creation of tools for advanced automated
support to certain audits.

Asin many other publicand private organisations, the websites of EU institutions
process personal data. In 2016, the EDPS issued guidelines to help them
comply with the applicable privacy and data protection legal framework (*'). In
2018, the EDPS decided to inspect EU institutions for their implementation of
the recommendations provided in the EDPS guidelines. Given the nature of the
processing and the many websites, the EDPS decided to collect evidence on
website compliance automatically and remotely. In the absence of existing tools
meeting the EDPS requirements, the EDPS developed its own tool, the Website
Evidence Collector (WEC), which automated the collection of evidence from
the targeted websites (2).

The EDPS considered that the Website Evidence Collector could be helpful for
other stakeholders, too. Data protection authorities could use the WEC for their
own investigations. Data controllers could use the WEC on their websites to
find evidence that helps them self-assess their compliance. Consequently, the
EDPS decided to make the WEC publicly available. In 2019, the EDPS received
the Global Privacy and Data Protection Award for innovation for its efforts to
develop the WEC (*3).

As the EDPS is a supporter of open source transparency and control features,
we published the Website Evidence Collector source code under the European
Union Public License (‘'EUPL-1.2") in July 2019. The software is available for
download on a dedicated EDPS webpage, the European Commission’s
collaborative platform Joinup and soon on the EU institutions’ own open-
source projects code development platform code.europa.eu.

The EDPS continues to improve the WEC and has published several software
updates. Furthermore, as other open source projects, the WEC has benefited
from the contribution of IT experts from other data protection authorities and
private companies.

(*%) See more on the legal basis of Large scale IT systems in the contribution by Coudert, F., Quintel, T., and Sajfert, J., 'The Area
of Freedom, Security and Justice’, Chapter 10.

(*) EDPS Guidelines on the protection of personal data processed through web services provided by EU institutions, issued on
7 November 2016.

(*?) The WECis published and is available for download on the EDPS website.

(*) EDPS, EDPS software receives Global Privacy and Data Protection Award, Press release, 22 October 2019.



https://code.europa.eu/
https://www.edps.europa.eu/data-protection/our-work/publications/guidelines/web-services_en
https://www.edps.europa.eu/edps-inspection-software_en
https://www.edps.europa.eu/press-publications/press-news/press-releases/2019/edps-software-receives-global-privacy-and-data_en
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8. Monitoring technology developments

The EUDPR confirmed the task of the EDPS to monitor relevant technology
developments, insofar as they have an impact on the protection of person-
al data (*4). The EUDPR also reinforced the need to take account of the state of
the art in the principle of data protection by design and by default.

The EDPS realised that technology monitoring to support the EDPS advisory
and supervisory tasks often reached only a limited audience (e.g. the institutions
concerned in a consultation, investigation or audit). To share our assessment
with a broader audience outside the EU institutions, the EDPS decided to
publish regularly fact sheets on new technology that explain in plain, accessible
language factual descriptions of how these technologies work, preliminary
assessments on data protection impact and a list of recommended readings. In
July 2019, the EDPS published the first issue of the so-called TechDispatch on
smartspeakers and virtual assistants. Since then, the EDPS has published eleven
TechDispatches that deal with topics as diverse as quantum computing (*°),
facial emotion recognition (*) or explainable Al (*). Recognised by the wider
data protection community as an innovative tool (*), the TechDispatch has
become an integral part of the EDPS's pursuit for a safer digital future.

9. Accelerated adoption of
Artificial Intelligence

Researchers introduced the concept of Artificial Intelligence (‘Al’) as early as in
the 1950s. However, only during the last decade it became subject to broader
public attention due to a number of fascinating achievements. In the 2010s,
some types of Al, such as machine-learning and deep-learning systems,
started to substantially improve their performance. This was possible due to
the broader availability of large data sets for training, large computing power
at decreasing costs, and improved algorithms.

Due to their potential to enable widely used commercial applications, the last
year and a half saw the rapid and overwhelming deployment to the public of
Large Language Models ('LLMs’) and Generative Al (¥). These systems are
particularly resource-intensive. The increasing computing power and data
requirements shrank the number of entities that could develop and run top
performing generative Al systems. At a certain point, the development of

(*4) Article 57(1)(h) EUDPR.

(*) EDPS, TechDispatch #2/2020: Quantum Computing and Cryptography, 7 August 2020.
(*) EDPS, TechDispatch #1/2021 - Facial Emotion Recognition, 26 May 2021.
(
(

*7) EDPS, TechDispatch #2/2023 - Explainable Artificial Intelligence, 16 November 2023.

*) In the Global Privacy and Data Protection Awards 2021 of the Global Privacy Assembly (GPA), TechDispatch won in the cate-
gory Education and publicawareness. The EDPS was awarded another GPA Award in the Category Innovation in 2023 for the
TechSonar.

(*%) Generative Alisasubset of Al systems designed to produce awide and general variety of outputs, capable of arange of tasks and
applications, such as generating text, image or audio, using generative models. LLMs are a type of generative Al systems de-
signed to learn grammar, syntax and semantics of one or more languages to generate coherentand context-relevant language.



https://www.edps.europa.eu/data-protection/our-work/publications/techdispatch/techdispatch-22020-quantum-computing-and_en
https://www.edps.europa.eu/data-protection/our-work/publications/techdispatch/techdispatch-12021-facial-emotion-recognition_en
https://www.edps.europa.eu/data-protection/our-work/publications/techdispatch/2023-11-16-techdispatch-22023-explainable-artificial-intelligence_en
https://edps.europa.eu/press-publications/press-news/videos/techdispatch-awarded-2021-global-privacy-assembly_en
https://edps.europa.eu/press-publications/press-news/videos/techsonar-step-future_en
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competitive high-performance LLMs seemed to be something that only the
most resourceful technology companies, such as Google, Meta or OpenAl,
could achieve. The training of GPT-4, one of the top LLMs, costed over 100
million dollars (*°). However, recent developments changed that trend and
made LLM development and running more broadly available (°).

The rapid adoption of Al systems by individuals and organisations has triggered
complex and still unresolved data protection concerns. Evidence of it are the
ongoing investigations by EU data protection authorities on the processing of
personal data by ChatGPT and the creation by the EDPB of a Task Force (*?)
to foster cooperation and to exchange information on possible enforcement
actions.

Adoption of Al has already commenced in EU institutions, too, and the EDPS
faced its first supervisory case.

In March 2021, the EDPS issued an Opinion on a prior consultation requested
by Europol on the development and use of machine learning models for
operational analysis (*3). The Opinion concluded that the EDPS was not in a
position to assess the compliance of the processing operations and included
a series of recommendations to ensure that Europol would avoid breaching
Regulation (EU) 2016/794 (>4).

In the following months, the EDPS and Europol followed-up on the recommen-
dationsissued. In September 2021, the EDPS conducted, jointly with experts of
some EU Member States, the annual Europol inspection. A substantial part of
this inspection focused on Europol’s development and use of machine learning
technologies.

Asaresultofalltheinformation gathered, the EDPS setanumberofrequirements
so that Europol might continue to process personal data in the development of
their Al system. The EDPS also required Europol to conduct data protection
impact assessments on each tool and on the interface integrating them before
their deployment.

The EDPS' remit as data protection authority encompasses the processing
of personal data by EU institutions when using or developing Al systems. In
addition, the recently adopted Al Act has designated the EDPS as the as notified

(*) OpenAl's CEO Says the Age of Giant Al Models Is Already Over, Wired, 17 April 2023.

(*") The appearance of new parameter efficient fine-tuning techniques like LoRA in 2021 allowed to greatly reduce the amount
of resources needed to train an LLM. In May 2022, the publication of a research (the chinchilla paper) showed that there is
an optimal set of values when selecting computing power, model size and training dataset size. In February 2023, Meta
presented LLaMAa new LLM much smaller than GPT-3, which could compete in performance. In March 2023, LLaMA weights
(the knowledge stored in a trained neural network) were leaked and within a few days local running versions of LLaMA
appeared for Mac, Windows and even high-end mobile phones.

(*?) EDPB, EDPB resolves dispute on transfers by Meta and creates task force on ChatGPT, Press release, 13 April 2023.

(*3) EDPS Qpinion on a Prior Consultation requested by Europol on the development and use of machine learning models for
operational analysis, issued on 5 March 2021.

(*) Regulation (EU) 2016/794 of the European Parliament and of the Council of 11 May 2016 on the European Union Agency for
Law Enforcement Cooperation (Europol), 0J L 135, 24.5.2016, p. 53.



https://www.wired.com/story/openai-ceo-sam-altman-the-age-of-giant-ai-models-is-already-over/
https://edpb.europa.eu/news/news/2023/edpb-resolves-dispute-transfers-meta-and-creates-task-force-chat-gpt_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions-prior-check-and-prior-consultations/opinion-europol-machine-learning_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions-prior-check-and-prior-consultations/opinion-europol-machine-learning_en
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body, marketsurveillance authority and competent authority forthe supervision
of the development, provision or use of Al systems by EU institutions. This new
role will entail a substantial developmentin the EDPS’ supervisory and advisory
tasks in relation to Al.

10. "'The best way to predict the future
is to create it’ (>°)

Aware of the ongoing COVID-19 crisis and the overall challenges ahead, the
EDPS integrated a Foresight pillarinits Strategy 2020-2024, oriented to shaping
a safer digital future (*¢).

The TechDispatch is an essential component of that pillar. But there is more.
Using the words of EDPS Wojciech Wiewidrowski, ‘instead of reacting to new
emerging technologies when their added value and risks for society are already
visible, we should be able to anticipate their developments. In this way, we
can foresee the risks and better support the value-creation process of these
technologies. As a result, we might be able to nudge their developers and their
developmenttowards respecting fundamental rights and interests of individuals,
reducing their risks from the earliest stages of their adoption’ (*).

This is the rationale behind the TechSonar, our new ‘tool for navigating the
surface of the complexity and uncertainty of the tech domain in general’ (*%) The
TechSonar reports on emerging technologies that, in the short and medium
period, might become mainstream and have a meaningful impact on people’s
privacy, data protection and relevant fundamental rights.

The EDPS issued its first TechSonar reports in December 2021 and since
ithastackledtechnologiesrangingfrom biometric continuous authentication (*%)
and synthetic data (¢°), to extended reality (°') and Al large language models (¢?).

The TechSonar methodology has been continuously evolving and has
undergone further review also this year, though a process combining resource
management, opportunities and EDPS priorities. The EDPS intends to
continuously fine-tune its foresight methodology and action, possibly seeking
synergies also with other actors (e.g. other data protection authorities who
have undertaken a similar exercise). In an ever more complex technological
and digital policy landscape, the dream would be to evolve more and more
towards an anticipatory posture, ideally expanding it to all EDPS tasks, being
better prepared in the present to influence the future.

(**) Quote attributed to Abraham Lincoln and Peter Drucker.

(°¢) EDPS Strateqy 2020-2024: Shaping a safer digital future, issued on 30 June 2020.

(*7) Wiewidrowski W., ‘Technologies worth monitoring’, foreword to TechSonar 2021-2022 Report.
(°8) EDPS Blog, TechSonar: technologies worth monitoring, 28 September 2021.

(*%) Vemou, K., Biometric continuous authentication, EDPS TechSonar.

(¢%) Riemann, R., Synthetic data, EDPS TechSonar.

(') Benardo, V. Extended reality, EDPS TechSonar.

(¥?) Lareo, X., Large language models (LLM), EDPS TechSonar.



https://www.edps.europa.eu/data-protection/our-work/publications/strategy/edps-strategy-2020-2024-shaping-safer-digital-future_en
https://www.edps.europa.eu/system/files/2021-12/techsonar_2021-2022_report_en.pdf
https://www.edps.europa.eu/press-publications/press-news/blog/techsonar-technologies-worth-monitoring_en
https://www.edps.europa.eu/press-publications/publications/techsonar/biometric-continuous-authentication_en
https://www.edps.europa.eu/press-publications/publications/techsonar/synthetic-data_en
https://www.edps.europa.eu/data-protection/technology-monitoring/techsonar/extended-reality_en
https://www.edps.europa.eu/data-protection/technology-monitoring/techsonar/large-language-models-llm_en
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‘A clear imbalance between
the data subject and the
controller’: data protection
and competition law

Christian D'Cunha (*) Anna Colaps (**)

The early 2010s saw the rapid emergence of powerful companies whose
business model depended on the exploitation of personal data. The EDPS
in its ‘preliminary opinion’ of 2014 launched a debate in the EU about how
enforcement, in particular through the interaction of competition and data
protection authorities, could adapt to address this challenge. Two years
later, the EDPS attempted to move beyond largely theoretical discussions
with the concrete initiative of the Digital Clearinghouse, a forum for
enforcement authorities and other experts from various fields concerned
with the regulation of the digital economy. The intention was to reflect on
common lessons learned from previous enforcement and to pave the way
for possible collaboration in future actions. It spurred the EU into adopting
a new generation of laws of asymmetric obligations which targeted the
most powerful companies with heavier compliance burdens. The history
of the issue illustrates the fundamentals about power, where consent and
other principles of data protection cannot operate in a radically unequal
environment. As the EDPS argued, in an era of continued concentration of
power, data protection authorities have an important role if there is to be
a shift away from exploitative business models towards sustainable data
practicesinthe interest of society and individuals. However, such a transition
may require a ‘'whole-of-government’ approach not only to enforcement but
also, crucially, to the dispersal of digital power.

(*) Official, European Commission, and former Head of Private Office, EDPS. The views expressed here are entirely his own.
(**)Member of Cabinet of the Supervisor, EDPS. The views expressed in this chapter are entirely her own.
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...consent should not provide a valid legal ground for the processing
of personal data in a specific case where there is a clear imbalance
between the data subject and the controller...

(Recital (43), GDPR).

1. Introduction

All data controllers are equal before the GDPR, but some are more equal
than others.

Market power in the digital economy implies the power to do things with data
which rivals cannot, and which are hard for data subjects to contest. In these
markets, control over data and computing power is assumed to be primordial.
It allows those wielding such control to impose unfair contractual terms on
other businesses as well as take-it-or-leave-it privacy policies on individuals. In
the middle of the 2010s, a handful of private companies emerged as the most
valuable companies in the world, and it soon became clear that they would
use their limitless resources to counter any attempt to force them to relinquish
lucrative data practices. It therefore made perfect sense for authorities
responsible for supervising separate but related areas of law to find ways to
work together where there were common interests.

This article reviews developments since the EDPS publishedin 2014 its pioneering
Preliminary Opinion on Privacy and Competitiveness in the Age of Big Data ('),
and the initiative of the Digital Clearinghouse for authorities to work together
towards common aims. It reflects on the underlying logic behind the policy
intervention, namely that data protection in the digital economy is increasingly
a function of power, and in particular a function of market power which is the
concern of competition enforcement. It then looks ahead to the strategic needs
of data protection and other fundamental rights as we enter an era of geopolitical
uncertainty and the continuing concentration of power and resources.

2. More in common

It was as the EDPS approached its 10th year as an institution that it began to
grapple with notions of power. Then Supervisor Peter Hustinx gave a speech (?)
at a seminar entitled ‘Data Protection Law in the Context of Competition Law
Investigations’ in Brussels in 2013. He addressed the textbook procedural
question of the constraints on competition authorities in handling personal
data, but went considerably further. He reflected on the dissenting opinion
of Commissioner Pamela Jones Harbour in the US Federal Trade Commission

(") EDPS, Preliminary Opinion on Privacy and competitiveness in the age of big data: The interplay between data protection,
competition law and consumer protection in the Digital Economy, issued on 26 March 2014.

(?) EDPS speech on Data Protection and Competition: interfaces and interaction, Data Protection Law in the Context of Compe-
tition Law Investigations Seminar, 13 June 2013.



https://www.edps.europa.eu/data-protection/our-work/publications/opinions/privacy-and-competitiveness-age-big-data_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/privacy-and-competitiveness-age-big-data_en
https://www.edps.europa.eu/sites/default/files/publication/13-06-13_speech_cb_brussels_en.pdf
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decision to clear the Google Double/Click mergerin 2007 and on the synergies
between antitrust and privacy. After acknowledging the distinctiveness of the
two regimes, he said,

But there is a common aspect to both areas: the violation of these rules
harms the consumer/individual/data subject, and they also address the
wider public interest of a free and open society based on the rule of law
and not only on survival of the most powerful.

He added,

We are reflecting about a possible scenario whereby an infringement
of data protection rules by a dominant firm could substantiate an abuse
pursuant to the competition law criteria, but at this stage we do not have
an answer to this complex issue yet.

Atthe same time, a finding of dominance from a competition point of view
could support an investigation on the legality of consent to the processing
given by a certain individual: to what extent can consent be valid if the
consumer has little or no alternative choice of provider? The issue of
“significant imbalance” between parties and its impact on consent now
also plays a role in the discussion on the proposed DP Regulation.

These ideas were expanded in a type of policy document not previously issued
by EDPS. The March 2014 preliminary opinion on 'Privacy and competitiveness
in the age of big data: The interplay between data protection, competition law
and consumer protection in the Digital Economy’ compared the three EU legal
frameworks and suggested that there was so much conceptual overlap that more
coordination between enforcers was both logical and necessary. Among the
various overlaps, it highlighted fairness as a shared core concern forall three of the
frameworks. Business models that involved the intensive processing of personal
data had become so lucrative that a handful of companies were becoming the
most valuable in the world through the provision of services in exchange for
personal data and attention. Insofar as dominantfirms in a market had, according
to CJEU case law, a 'special responsibility’ not to harm competition (%), how is this
responsibility to be interpreted when monetisation of personal data is at the core
of their economic activities? How does the rarely contested notion of exploitative
abuse by a dominant undertaking compare with the unfair exploitation of data
subjects and consumers? How should merger control respond to the fact that
major acquisitions by big tech were motivated, at least in part, by the prospect
of acquiring troves of user data? The EDPS therefore recommended a review of
competition legislation for 21st century digital markets, including its interfaces
with data protection and other areas of law, and exploring possibilities for
productive interaction with other relevant authorities.

ltwasamark ofthe maturity of data protection, its profile having been raised by the
feverish GDPR negotiations ongoing at the time, that it was now also being seen

(®) Judgment of the Court of Justice of 9 November 1983, Michelin/ Commission, C-322/81, ECLI:EU:C:1983:313, paragraph
57; Judgment of the Court of Justice of 6 December 2012, AstraZeneca/Commission, C-457/ 10 P, ECLI:EU:C:2012:770,
paragraph 134.
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in the wider context of law, politics and market power in the digital economy. The
document was followed by a workshop (*) with regulators, practitioners, NGOs
and academics, including a senior representative of the European Commission's
DG Competition, the then chair of the US FTC and former Commissioner Jones
Harbour herself. The conversation was considered so tentative that it was held
behind closed doors. Early reaction from the competition world in the EU was
generally polite but dismissive (°), often with the implication that data protection
as an emerging area of EU law should focus on its own enforcement tools rather
than contaminating the ecosystem of a more established one. The companies in
the crosshairs of both EU level data protection and competition action (sanctions
in the area of consumer protection are less onerous and rarely attract attention),
and the think tanks and industry bodies they funded, were at pains to insist that
the legal frameworks were entirely distinct and not to be mixed.

The debate therefore began technical and theoretical, but pressure was building
to have a framework for competition law to engage with the digital economy and
the phenomenon of so-called ‘two-sided markets’. In particular, US west coast
companies were seen to be innovating and operating within a less constrained
regulatory environment, and had come to dominate new and emerging markets
on a global scale, partly through a frenzy of mergers and consolidation which
were rarely, if ever, contested or blocked by regulators. There was concern that
the GDPR was being weaponised to avoid compliance (¢).

An actual test case did however present itself immediately after the preliminary
Opinion, with the proposed acquisition in 2014 by Facebook of WhatsApp, in
which the social media giant offered USD 1%9bn for a startup which that year
generated a mere USD 10m, but which had around half a billion active users.
Data protection concerns were broadly dismissed, however, and the merger
was waved through on both sides of the Atlantic (7). In 2017 the Commission
established that Facebook had provided incorrect or misleading information
during the WhatsApp merger review, when the company claimed that it was
not technically possible to match user identities automatically, and imposed a
fine of EUR 110m (8).

The debate further intensified with Ashley Madison and other scandals (?), and
what was perceived as a collective impotence to the discipline using existing

(4
(5

EDPS, Report on workshop on Privacy, Consumers, Competition and Big Data, issued on 11 July 2014.

E.g. Chillin'Competition, On Privacy, Big Data and Competition Law (2/2) On the nature, goals, means and limitations of
competition law.

E.g. in 2018, some economic operators claimed that the GDPR prevented them from engaging in basic cooperation
in the context of EU investigatory activities, for example from disclosing at all personal data in a competition law case.
EDPS, Investigative activities of the EU Institutions and the GDPR, issued on 22 October 2018.

European Commission, Case No COMP/M.7217 - Facebook/Whatsapp, Article 6(1)(b) Non-opposition, 3 October 2014.
European Commission, Mergers: Commission fines Facebook €110 million for providing misleading information about
WhatsApp takeover, Press Release, 18 May 2017.

See the Joint investigation of Ashley Madison by the Privacy Commissioner of Canada and the Australian Privacy Com-
missioner/Acting Australian Information Commissioner, 22 August 2016. In the words of Privacy Commissioner of Canada
Daniel Therrien, 'Privacy breaches are a core risk for any organization with a business model based on the collection and use
of personal information’. Office of the Privacy Commission of Canada, ‘Ashley Madison investigation finds security measures
lacking; fictitious security trustmark was 'deceptive”, News release, 23 August 2016.
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https://www.edps.europa.eu/sites/default/files/publication/14-07-11_edps_report_workshop_big_data_en.pdf
https://chillingcompetition.com/2014/06/06/on-privacy-big-data-and-competition-law-22-on-the-nature-goals-means-and-limitations-of-competition-law/
https://chillingcompetition.com/2014/06/06/on-privacy-big-data-and-competition-law-22-on-the-nature-goals-means-and-limitations-of-competition-law/
https://www.edps.europa.eu/data-protection/our-work/publications/consultations/investigative-activities-eu-institutions-and_en
https://ec.europa.eu/competition/mergers/cases/decisions/m7217_20141003_20310_3962132_EN.pdf
https://ec.europa.eu/commission/presscorner/detail/en/IP_17_1369
https://ec.europa.eu/commission/presscorner/detail/en/IP_17_1369
https://www.priv.gc.ca/en/opc-actions-and-decisions/investigations/investigations-into-businesses/2016/pipeda-2016-005/
https://www.priv.gc.ca/en/opc-actions-and-decisions/investigations/investigations-into-businesses/2016/pipeda-2016-005/
https://www.priv.gc.ca/en/opc-news/news-and-announcements/2016/nr-c_160823/
https://www.priv.gc.ca/en/opc-news/news-and-announcements/2016/nr-c_160823/
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tools a market which had come to assume that even the most sensitive personal
data was an infinite resource to be mined at minimal cost, with potential fines
an acceptable business risk.

3. The Digital Clearinghouse 1.0

Inan attemptto operationalise the theoreticalarguments of the 2014 Preliminary
Opinion, and having noticed that policy discussions had not delivered any
concrete action ('%), the EDPS launched its Digital Clearinghouse initiative.
This was a forum intended to bring together regulators from related areas to
discuss how to work coherently in addressing common challenges towards
common goals. It involved mainly data protection, competition and consumer
protection authorities willing to cooperate and exchange information on cases
where their respective competencies would overlap, and later extended to
other regulators competent in the digital sphere, notably media regulators
and financial authorities ('"). Although the need for dialogue and cooperation
between authorities would seem axiomatic, the Clearinghouse opened amidst
some criticism and opposition in a modest meeting room on rue du Tréne in
Brussels. The brave delegates attending the first meetings would still remember
the difficulties of provoking a real discussion. It was not a given that authorities
would engage into a discussion on tackling jointly (or maybe passing on to
other regulators) cases for which they would traditionally feel in charge.

The Digital Clearinghouse reflected a growing realisation of the relevance
of scale in potentially harmful data practices. The GDPR is a neutral baseline
applying more or less equally, whether it concerns a small business or a
multinational company. The legal obligations contained in the GDPR do not
generally depend on an organisation’s size or position in a market. That said,
the roots of a more differentiated approach to legal obligations with respect
to personal data processing are arguably present in the GDPR itself, at least
in the risk-based approach and in the principle of accountability which imply
a greater burden of compliance ought to fall on the bigger players in digital
markets. Nevertheless, it is with the most recent generation of laws, such as the
Digital Markets Act, Digital Services Act, Data Act and Al Act, that the EU has
attempted to calibrate legal obligations according to relative power.

4. Privacy and power

Brussels on the morning of Wednesday the 9th November 2016 was how you
would expect it to be: grey, wet, cold, miserable. Its policymaking population
was in a catatonic state at the overnight news of the US presidential elections.
The European Data Protection Supervisor, Giovanni Buttarelli, was in a taxi
rattling over the cobbled Places des Palais which runs along the Royal Palace

(") EDPS, Opinion 8/2016 on coherent enforcement of fundamental rights in the age of big data, issued on 23 September 2016

(") The project later transited to an independent cooperation platform managed by Research Centre in Information, Law and
Society (CRIDS), University of Namur, the Institute for Law, Technology, and Society (TILT), University of Tilburg and the
European Policy Centre (EPC).



https://www.edps.europa.eu/sites/default/files/publication/16-09-23_bigdata_opinion_en.pdf
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on his way to give the keynote speech at the IAPP Congress. He was taking
a counter-intuitive, glass-half-full perspective at the big news. The President-
elect could end up a good thing for privacy, Buttarelli speculated, because,
for a man with so much to hide, the promotion of robust privacy laws could
well be in his interest. However, he said as much in his keynote. Whether it was
sincere or feigned, this optimism turned out to be misplaced. As events since
that day have demonstrated, the hiding of the secrets of the powerful has little
if anything in common with the universal human right to privacy.

It has become impossible to talk meaningfully about the fundamental rights
to privacy and to data protection without talking also about power. Power in
the digital society means the ability to collect and extract value from data. Ma-
nipulation techniques, dark patterns, keeping platform users within ‘walled
gardens’, making it easy to be tracked but virtually impossible to avoid being
tracked or to compel a company to delete your data: this is how big powerful
digital companies have been able to accumulate more personal data than any
other organisation - public or private - had ever before, and often claiming
that they had acquired people’s individual consent to do so. This concerns not
only ‘consumers’ of digital services, but also workers in the gig economy or in
ecommerce warehouses, whose right to access data collected about them, or
to limit workplace surveillance, is especially hard to exercise (?). Needless to
say, the most vulnerable groups in society, such as children, low-paid workers,
people with health problems and migrants, are also the most vulnerable to
exploitation of their data.

This 'data power’ goes well beyond the ability of big tech to exploit the users
of its own ‘inventory’ of platforms, applications and websites. It is their market
power that enables them to strike favourable deals with almost all other
companies with an Internet presence. Ordinary individuals cannot by any
means control such deals, according to which data from an individual's use of
‘third party’ apps, games, VPNs, websites and so on are automatically shared
with multiple mysterious ‘partners’, vendors and third parties, among whom are
to be found, inevitably, other major tech companies.

Itis through their market power that big tech is able to evade transparency and
audits of their data practices, to the extent that advertisers often have no idea
whether their ad spend is effective (®). It is also market power that enables a
company to deploy limitless resources, in the form of lobbying, litigation or
revolving doors, to avoid enforcement completely, or to defer it indefinitely.

It is power that enables them to convince policymakers and enforcers that
data collected is no longer to be considered ‘personal data’ over which a
person has fundamental rights, but rather anonymised and aggregated and
accordingly a business secret - that is, their property. This is now becoming a

(") See CNIL, Employee monitoring: CNIL fined AMAZON FRANCE LOGISTIQUE €32 million, 23 January 2024.

(%) European Commission, Directorate-General for Communications Networks, Content and Technology, Armitage, C., Botton,
N., Dejeu-Castang, L. et al., Study on the impact of recent developments in digital advertising on privacy, publishers and
advertisers - Final report, Publications Office of the European Union, 2023.



https://www.cnil.fr/en/employee-monitoring-cnil-fined-amazon-france-logistique-eu32-million
https://op.europa.eu/en/publication-detail/-/publication/8b950a43-a141-11ed-b508-01aa75ed71a1/language-en
https://op.europa.eu/en/publication-detail/-/publication/8b950a43-a141-11ed-b508-01aa75ed71a1/language-en
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particularly acute challenge in the age of generative Al and Large-Language
Models (LLMs), which are built on the scraping of 100s of terabytes of data -
much of it personal - from the web, and the newly-accepted new orthodoxy
that Al's benefits can only be realised through scale, untrammelled by ‘legacy’
regulation like data protection and antitrust. It is the same imperative, or will-
to-scale, that lay behind the slogan of 'big data’ in the mid-2010s. The Big Data
hype of the time appears minuscule compared with the media and market
hysteria that has followed the launch of ChatGPT in late 2022. Now, as then,
the biggest companies who have gained a leading edge in a nascent market
are demanding to be regulated - but on terms that they themselves intend to
influence and determine.

The scale and reach of these private entities enable them to capture and
distortthe narrative: pretending, for instance, that the issue is whether or not to
receive 'targeted ads’, rather than the individual’s right to be in control of their
own profile, their own data; or that the issue is that users are suffering ‘cookie
fatigue’, obscuring the real issue of whether such data should have been
harvested in the first place. The ability of corporations to succesfully dictate the
terms of the debate also lands among regulators: data protection authorities
discuss the appropriateness of fees that users may be requested to pay to
avoid targeting, but the legitimacy and sustainability of such models are rarely
questioned. With generative Al, the narrative has also been captured. It focuses
on putative existential threat to humanity of artificial general intelligence (AGI):
a hubristic concept that assumes infinite potential of the technology while
distracting from the here-and-now impact on privacy, intellectual property and
the exacerbation of social inequality. The regulatory dialogue and resulting
actions are therefore perceived as largely reactive to the business imperative
of the largest corporations.

Ever greater concentration of infrastructure, computing power and data, first
noted by Commissioner Jones Harbour in 2007, continues apace and shows no
sign of abating. Driven at least partly by the excitement around generative Al,
there are already companies valued at over a trillion dollars, and it is expected
that there will be the first trillionaire before the end of the 2020s. This has
attracted the attention of enforcement bodies. The FTC in January 2024 opened
an investigation into Al investments and partnerships by dominant companies
along the entire stack of computing power, data and infrastructure (™). The
UK Competition and Markets Authority (CMA) has studied concentration in
foundation models (*®). The European Commission and the French competition
authority are both running consultations on competition in Al (*¢). The CMA ()

(") Federal Trade Commission, FTC Launches Inquiry into Generative Al Investments and Partnership, Press Release, 25 January
2024,

(") Competition and Markets Authority, Al Foundation Models review, 18 September 2018.

(") European Commission, Commission launches calls for contributions on competition in virtual worlds and generative Al,
Press Release, 9 January 2024.

("7) Competition and Markets Authority, CMA seeks views on Microsoft's partnership with OpenAl, Press Release, 8 December
2023.



https://www.ftc.gov/news-events/news/press-releases/2024/01/ftc-launches-inquiry-generative-ai-investments-partnerships
https://assets.publishing.service.gov.uk/media/65045590dec5be000dc35f77/Short_Report_PDFA.pdf
https://ec.europa.eu/commission/presscorner/detail/en/IP_24_85
https://ec.europa.eu/commission/presscorner/detail/en/IP_24_85
https://www.gov.uk/government/news/cma-seeks-views-on-microsofts-partnership-with-openai
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and the European Commission are also reviewing whether they can investigate
the Microsoft/OpenAl partnership undertheir respective merger control laws ('8).

Enforcers are increasingly wary that the same narrative of scale is driving the
debate, asinthe case of 'big data’ten years ago. Itis used to justify the necessity
of dominance for a market to succeed, but it is likely at odds with the longer-
term interests of protection of the data and privacy of individuals. Anyone who
attempts to interrogate an LLM-based chatbot about their compliance with
GDPR, what personal data are processed in the training data and in providing
the service, will encounter an uncanny evasiveness and obfuscation worthy of
the best corporate lawyers.

Viewed through this lens, the existential risk to the fundamental rights to privacy
and to data protection is an enduring imbalance between ‘the haves and the
have-nots'. In other words, those with the power and means to protect their data,
to preserve their privacy and guard their secrets, will continue to do so, while for
everyone else it will be far less easy. To cite a banal example, already discussed
in the 2014 Preliminary Opinion, this can involve by paying a premium to use
a particular service - witness in particular the controversy surrounding Meta'’s
decisionto charge usersto forego targeted advertising. On a more sophisticated
level, those with the resources restrict data processing deploy expensive legal
tools like non-disclosure agreements and gagging procedures. Most people
including the most vulnerable, however, remain trapped in business models
which rely on the monetisation of their data in order to access services.

5. Consent as the battleground

The EU’s co-legislators who adopted the GDPR were evidently alive to the risk
that imbalances of power have the potential to severely hamper an equitable
upholding of rights and obligations. Article 5 states, as the first principle of
data protection, that personal data must be processed lawfully, fairly and in a
transparent manner in relation to the data subject. There has been a tendency
among lawmakers and controllers to treat the legal basis of consent as a
panacea and the default guarantee against abuse. Consent has subsequently
become perceived as an inconvenient obstacle to data processing, with the
consequence that it has become a commodity to be ‘managed’, instead of a
vital safeguard to preserve self-determination in the information age. Valid
consent is tightly defined in the GDPR as freely given, specific, informed and
unambiguous. Can such a principle withstand radical power imbalances? The
GDPR, as a product of its time, assumed the most unequal relationship to be
between an individual and the state, rather than between an individual and a
private company. In a society where certain corporations seem in many ways at
leastas powerful as a sovereign state, itis open to question whether an ordinary

("®) European Commission, Commission launches calls for contributions on competition in virtual worlds and generative Al,
Press Release, 9 January 2024.



https://ec.europa.eu/commission/presscorner/detail/en/IP_24_85
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individual’s consent to data processing by that company can be legitimate. The
2020 EDPB guidelines on consent remain within the logic of the GDPR, but the
implication is clear (*):

imbalances of power are not limited to public authorities and employers,
they may also occur in other situations. As highlighted by the WP29 in
several Opinions, consent can only be valid if the data subject is able
to exercise a real choice, and there is no risk of deception, intimidation,
coercion or significant negative consequences (e.g. substantial extra costs)
if he/she does not consent. Consent will not be free in cases where there is
any element of compulsion, pressure or inability to exercise free will.

Such questions appear to extend beyond the technical application of the
law. Another notable policy intervention by EDPS in the 2010s, and the
flagship initiative of the Buttarelli mandate, was developing the notion of
‘digital ethics’. The 2015 Opinion, ‘Towards a Digital Ethics' (%), contained the
acknowledgement that with data processing ‘feasible, useful or profitable
did not equal sustainable’, and argued for ‘accountability over mechanical
compliance with the letter of the law’. An ethical approach to data protection
implied that the deployment of certain technologies involving the processing
of personal data, such as Al, could conceivably be justified on legal grounds
but should rejected by society because of its harmful externalities and impact
on human dignity. Consent cannot be a panacea for such practices. The Digital
Ethics Opinion was a precursor to the negotiations on the EU Al Act whose most
hotly debated provisions involved outright prohibition of certain applications
of Al, like biometric categorisation systems using sensitive characteristics and
emotion recognition in the workplace and in schools.

6. Exercises in coherent enforcement

The focus on the role of competition law in this space continues to be discussed.
After an apparent enforcement hiatus in the digital economy following the
2001 US vs Microsoft case, the EU was the first mover in attempting to address
exclusionary abuse of dominance in digital markets, when the Commission
opened its inquiry into self-preferencing in Google Shopping in 2010, the first
of many which would be launched in subsequent years.

The 2019 report on Competition in the Digital Age (¥'), carried out at the request
of the EU Competition Commissioner, suggested modest intervention in the
areas of self-preferencing, opening up access to data controlled by dominant
companiesand prevention of ‘killeracquisitions’,and paved the way to the Digital
Markets Act proposal. The three academic authors remained firmly within the
traditional logic of competition law, seeking opportunities to open up access

("*) EDPB, Guidelines 05/2020 on consent under Requlation 2016/679, adopted on 4 May 2020.

(%) EDPS Opinion 4/2015 Towards a new digital ethics’, issued on 11 September 2015. The EDPS subsequently set up an expert
group and made this the theme of the 2018 International Conference of Privacy and Data Protection Commissioners (now
Global Privacy Assembly) which it hosted in Brussels.

(*") European Commission, Directorate-General for Competition, Montjoye, Y., Schweitzer, H., Crémer, J., Competition policy for
the digital era, Publications Office, 2019.



https://edpb.europa.eu/our-work-tools/our-documents/guidelines/guidelines-052020-consent-under-regulation-2016679_en
https://www.edps.europa.eu/sites/default/files/publication/15-09-11_data_ethics_en.pdf
https://op.europa.eu/en/publication-detail/-/publication/21dc175c-7b76-11e9-9f05-01aa75ed71a1/language-en
https://op.europa.eu/en/publication-detail/-/publication/21dc175c-7b76-11e9-9f05-01aa75ed71a1/language-en
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to data to competitors, albeit balanced against ‘other policy concerns such as
... the need to protect privacy (where personal data is concerned)’, rather than
engaging with broader strategic questions of power and sustainability.

Also in 2019, Google announced its intention to acquire the wearable and
fitness tracking company Fitbit. This reignited public debate on the further
concentration of control over sensitive - in this case, health-related - data. In its
first public acknowledgment from the EDPB, the EU data protection authorities
voiced concerns that the ‘possible further combination and accumulation of
sensitive personal data regarding people in Europe by a major tech company
could entail a high level of risk to the fundamental rights to privacy and to the
protection of personal data” (*?). Nevertheless, the merger was again cleared (*3).
Some may detect a subtle evolution in approaches to big tech mergers more
recently. In January 2024, Amazon abandoned its proposed acquisition of
iRobot, in the face of objections from the European Commission and the FTC,
as well as strong opposition from a privacy perspective given the track record
of the two companies’ products in monitoring the intimacy of people’s homes.

The most high-profile attempt to apply a genuine intersectional approach to
competition and data protection law is the Bundeskartellamt’s action against
Facebook since 2019. Inits 2019 decision, the Bundeskartellamt found an abuse
of market power based on the extent to which Facebook collected, used and
merged data in a user account. In particular, the company was found to have
abused its dominant position through its data processing being not compliant
with the underlying requirements of the GDPR and, in particular, with Article
6(1) and Article 9(2) of the GDPR (?%). The competition authority considered the
'European data protection provisions as a standard for examining exploitative
abuse'. Facebook filed an appeal with the Diisseldorf Higher Regional Court
questioning inter alia the authority of the national competition authority to
enforce data protection rules under antitrust laws. The Court requested a
preliminary ruling from the CJEU under Article 267 TFEU.

The subsequent CJEU ruling of July 2023, addressed for the first time several of
the questions raised by Peter Hustinx in his 2013 speech and by the EDPS 2014
Preliminary Opinion, thus dismantling the widespread assumption that privacy
and data protection were an issue exclusively for data protection authorities. In
its Preliminary Ruling (?°), the Court held:

... the existence of such a dominant position may create a clearimbalance,
within the meaning of recital 43 of the GDPR, between the data subject
and the controller, that imbalance favouring, inter alia, the imposition
of conditions that are not strictly necessary for the performance of the

(%) EDPB, Statement of privacy implications of mergers, issued on 19 February 2020.

() Inits press release, the Commission stated it had 'worked in close cooperation with ... the European Data Protection Board';
See European Commission, Mergers: Commission clears acquisition of Fitbit by Google, subject to conditions, Press Re-
lease, 17 December 2020.

() Bunderskartellamt, Bundeskartellamt prohibits Facebook from combining user data from different source, Press Release, 7
February 2019.

(%) Judgment of the Court of Justice of 4 July 2023, Meta Platforms and others (Conditions générales d'utilisation d'un réseau
social), C-252/21, ECLI:EU:C:2023:537.



https://edpb.europa.eu/our-work-tools/our-documents/statements/statement-privacy-implications-mergers_en
https://ec.europa.eu/commission/presscorner/detail/en/ip_20_2484
https://ec.europa.eu/commission/presscorner/detail/en/ip_20_2484
https://www.bundeskartellamt.de/SharedDocs/Meldung/EN/Pressemitteilungen/2019/07_02_2019_Facebook.html
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contract, which must be taken into account under Article 7(4) of that
regulation. In that context, it must be borne in mind that, as stated in
paragraphs 102 to 104 above, it does not appear, subject to verification by
the referring court, that the processing at issue in the main proceedings
is strictly necessary for the performance of the contract between Meta
Platforms Ireland and the users of the social network Facebook (para 149).

Recognising that competition authorities are competent to decide on privacy
and data protection, it stated:

subject to compliance with its duty of sincere cooperation with the
supervisory authorities, a competition authority ofa Member State can find,
in the context of the examination of an abuse of a dominant position by an
undertaking within the meaning of Article 102 TFEU, that that undertaking’s
general terms of use relating to the processing of personal data and the
implementation thereof are not consistent with that regulation, where that
finding is necessary to establish the existence of such an abuse (para 62).

It also acknowledges the duty of sincere cooperation between competition
and data protection authorities:

In view of this duty of sincere cooperation, the national competition
authority cannot depart from a decision by the competent national
supervisory authority or the competent lead supervisory authority
concerning those general terms or similar general terms. Where it has
doubts as to the scope of such a decision, where those terms or similar
terms are, simultaneously, under examination by those authorities, or
where, in the absence of an investigation or decision by those authorities,
the competition authority takes the view that the terms in question are
not consistent with Regulation 2016/679, it must consult and seek the
cooperation of those supervisory authorities in order to dispel its doubts
or to determine whether it must wait for them to take a decision before
starting its own assessment. In the absence of any objection on their
part or of any reply within a reasonable time, the national competition
authority may continue its own investigation (para 63).

Atthe same time, it appears to open the possibility of charging users for access
to a platform, if those users refuse to consent to the use of their data for certain
purposes.

Thus, those users must be free to refuse individually, in the context of the
contractual process, to give their consent to particular data processing
operations not necessary for the performance of the contract, without
being obliged to refrain entirely from using the service offered by the
online social network operator, which means that those users are to be
offered, if necessary for an appropriate fee, an equivalent alternative not
accompanied by such data processing operations (para 150).

The motivation here appears to be prevention of digital exclusion of those who
wish to exercise control of the use of their own data. Much rides however on the
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notion of 'necessity’ of such a fee, on what might be considered an ‘appropriate’
fee, and on who ultimately should make such a judgment, given that a price
cannot be placed on a fundamental right which should be enjoyed equally by
all citizens. For this, as with all related questions, dialogue between relevant
experts including the authorities seems indispensable, but the fundamental
question of scale cannotbeignored: ifamonopolist player established a certain
price that cannot be ever challenged by a competitor, this could conceivably
form a basis for competition enforcement.

7. Digital Clearinghouses 2.0

The length of enforcement processes, and the seemingly endless stalling tactics
of powerful defendants has led to discussion of solutions like the regulation of
monopolies public utilities (the US equivalent being ‘common carriers’) such that
they would be forbidden to discriminate traffic on their platforms, or structural
remedies referred to as divestiture or breaking up. The EU’s reaction meanwhile
has been mostly a regulatory turn to attempt to outlaw rather than punish
abusive behaviour, including where it pertains to the use of personal data.

The recent spate of digital regulations in the EU, notably the Digital Services
Act, Digital Markets Act and Data Act, set down in effect asymmetrical rules
where rights and obligations are to a degree functions of risk and market power,
and could together provide a legislative framework for addressing suspected
abuses of a fundamental right at scale. Moreover, they create mechanisms and
obligations for authorities to cooperate; in a way formally legislating Digital
Clearinghouses into existence.

The Digital Markets Act has set up (?) the high-level group composed
of the European Data Protection Supervisor (EDPS), the European Data
Protection Board (EDPB), the Body of the European Regulators for Electronic
Communications (BEREC) the European Competition Network, the Consumer
Protection Cooperation Network (CPC) and the European Regulatory Group of
Audiovisual Media Regulators. The EDPS had recommended establishing an
institutionalised and structured cooperation between the relevant competent
oversightauthorities (/). However, it cannot be omitted that the decision setting
it up excludes the group from being involved or providing advice in ongoing
proceedings or investigations conducted by the Commission under the same
regulation (?8). The Digital Services Act requires Digital Services Coordinators
to cooperate with other national competent authorities, as well as with the
Commission and the European Board for Digital Services which the instrument

(%) Article 40, Recital 93 of Regulation (EU) 2022/1925 of the European Parliament and of the Council of 14 September 2022
on contestable and fair markets in the digital sector and amending Directives (EU) 2019/1937 and (EU) 2020/1828 (Digital
Markets Act), 0J L 265, 12.10.2022, p.1.

(¥7) EDPS, Opinion 2/2021 on the Proposal for a Digital Market Act, issued on 10 February 2021. The same recommendation was
given in the context of the DSA; EDPS, Opinion, 1/2027 on the Proposal for a Digital Services Act, issued on 10 February 2021.

(%*) Commission Decision of 23.3.2023 on setting up the High-Level Group for the Digital Markets Act C(2023) 1833 final.
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establishes. Cooperation may, among others, be put in place through regular
exchanges or specific cooperation mechanisms such as pooling of resources,
joint task forces, joint investigations and mutual assistance mechanism (¥). The
Data Act (*°) touches on several areas of EU law, including data protection and
consumer protection, and requires relevant authorities to cooperate with each
other in the enforcement of the regulation and the handling of complaints.

At a national level, several Member States have formalised cooperation
among regulators. The Netherlands established in 2021 the Digital Regulation
Cooperation Platform ('SDT’), made up by the Dutch Authority for Consumers
and Markets, the Dutch Authority forthe Financial Markets, and the Dutch Media
Authority (°'). More recently, Germany created the Digital Cluster, consisting of
Federal Financial Supervisory Authority ('BaFin’), the Federal Office of Justice
('BfJ"), the BSI, the Federal Commissioner for Data Protection and Freedom
of Information ('BfDI’), the Federal Cartel Office (Bundeskartellamt), and the
Federal Network Agency (‘BNetzA') (*2); in late 2023, the French Competition
Authority ('(FRCA') and the French data protection agency ('CNIL) signed a joint
declaration aiming to strengthen their already established cooperation (*3);
in Spain, the national Markets and Competition Commission’s ((CNMC') and
the Agencia Espafiola de Proteccién de Datos (‘AEPD’) signed a general
cooperation protocol (*4). In 2020, the UK formed the Digital Regulation
Cooperation Forum consisting of the Consumer and Markets Authority, the
Information Commissioner’s Office, the communications regulator OFCOM
and the Financial Conduct Authority (*°).

8. Conclusion

In the 10 years since the EDPS's Preliminary Opinion, there is now no disputing
the need for coordination between data protection, competition and other
authorities to make our society and market realities fairer, more just and
equitable for everyone. This is happening at national level and has been
formally mandated in several EU legal instruments.

(*) Recital 110, and Articles 49 and 50 of Regulation (EU) 2022/2065 of the European Parliament and of the Council of 19
October 2022 on a Single Market For Digital Services and amending Directive 2000/31/EC (Digital Services Act), 0J L 227,
2710.2022, p. 1.

(*) Recitals 107 and 108 and Articles 37(2) and 38(3) and Regulation (EU) 2023/2854 of the European Parliament and of
the Council of 13 December 2023 on harmonised rules on fair access to and use of data and amending Regulation (EU)
2017/2394 and Directive (EU) 2020/1828 (Data Act), 0J L 2023/2854, 22.12.2023.

(*") Authority for Consumers and Markets, Dutch requlators strengthen oversight of digital activities by intensifying coopera-
tion, Press Release, 13 October 2021.

(%2) Bundeskartellamt, Digital Cluster Bonn: Sechs Bundesbehdrden arbeiten bei der Digitalisierung enger zusamme, Press
Release, 15 January 2024.

(%) Autorité de la Concurrence, Data protection and competition: the CNILand the Autorité de la concurrence sign a joint decla-
ration, Press Release, 12 December 2023.

(3%) Agencia Espafiola de Proteccidn de datos, Protocolo general entre la comision nacional de los mercados y la agencia espafio-
la de protection de los datos, 26 July 2018.

(**) DRCF, The Digital Requlation Cooperation Forum (DRCF) brings together four UK requlators to deliver a coherent approach
to digital requlation for the benefit of people and businesses online.
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https://www.drcf.org.uk/home
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Nonetheless, the uncomfortable but necessary question remains as to what has
actually changed on the ground. Having a rule book in place is the easy part.
Companies do not change successful business models voluntarily. Once the
political momentum has moved on, enforcers have the unglamourous job of
demanding paperwork, and dealing with the aggressive lawsuits and multiple
delaying tactics of some of the most highly paid lawyers in the world. The court
is swamped with litigation. Market logic will drive towards preserving lucrative
practices for as long as they can convince enough people that they are lawful.
The powerful will continue to safeguard their secrets from public scrutiny
- whether it concerns a US president’s tax returns or a CEO’s choice of hotel
accommodation (%) - while ordinary people’s data continue to be broadcast
across the Internet. Additionally, in today’s tense geopolitical environment,
where there are companies subject to laws in authoritarian states that operate
personal data-hungry business models, the threat is as much to security as well
as to individual freedom and rights.

Forthe long-term sustainability of data protection, the community may consider
learning lessons from environmental law. In this area, policymakers have had
to acknowledge that extractive industries and fossil fuels are themselves the
obstacles to the sustainability of human population and its way of life. Erecting
and patrolling ‘guardrails’ for these practices, where actors respect 'do’s
and don'ts’ while carrying on regardless of the longer term externalities, are
hopelessly insufficient. Instead, the EU like other regions is embarking on a
radical transition away from these industries.

Sustainability in data protection may similarly require such a general transition.
This would involve moving away from the monetisation of people as if they were
objects to feed Al models, ensuring that that no single controller is powerful
enough to pursue abusive practices with impunity, and avoiding a future where
the rights to privacy and to data protection are a privilege for the wealthy.
To succeed, it is likely to demand a whole-of-government approach to the
dispersal of data power, the breaking up of ‘monocultures’ (*’) represented by
dominant business models. Data practices will need to be recognised for their
impact not only on human dignity and broader individual rights but also on
open markets, democracy and security. If there is to be a ‘turn to enforcement’
after the recentabundance of EU lawmaking, we might be looking at a period of
more assertive use of existing tools, where enforcers coordinate their activities
based on a common desired outcome. Data protection authorities will have
to constantly turn to competition authorities and vice versa. Working together
will be essential to prevent the grandfathering into the future of the present
harmful abuses of power.

(%) Dick Durbin United States Senator Illinois, Durbin Questions Facebook CEQ Mark Zuckerberg, 4 October 2018.
(*") Crooked Timber, Your platform is not an ecosystem, 8 December 2022.



https://www.durbin.senate.gov/newsroom/press-releases/durbin-questions-facebook-ceo-mark-zuckerberg
https://crookedtimber.org/2022/12/08/your-platform-is-not-an-ecosystem/
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This contribution explores the relationship between existing EU data
protection law, in particular Article 8 of the EU Charter of Fundamental Rights
(the right to the protection of personal data) and the General Data Protection
Regulation ('), with the EU’s new digital rulebook, as announced in 2020 by
the European Commission’s ‘Europe Fitfor the Digital Age’ plan. With most of
those legislative initiatives now adopted and in force, this analysis advances
the idea that EU data protection law is inevitably the cornerstone of all legal
frameworks that purport regulating conduct in the digital economy and the
digital space involving personal data. It relies on Opinions and Statements
published primarily by the European Data Protection Supervisor, sometimes
in conjunction with the European Data Protection Board, as well as on case
law of the Court of Justice of the EU applying Article 8 Charter. This chapter

(*) Vice President for Global Privacy, Future of Privacy Forum, and former legal officer at the European Data Protection Supervi-
sor. The opinions expressed are those of the author alone.

(") Acknowledging, nonetheless, that EU data protection law is broader than this, also encompassing the Law Enforcement
Directive ('LED')(Directive (EU) 2016/680 of the European Parliamentand of the Council of 27 April 2016 on the protection of
natural persons with regard to the processing of personal data by competent authorities for the purposes of the prevention,
investigation, detection or prosecution of criminal offences or the execution of criminal penalties, and on the free movement
of such data, and repealing Council Framework Decision 2008/977/JHA, 0J L 119, 4.5.2016, p. 89), the EUDPR (Regulation
(EU)2018/1725 of the European Parliament and of the Council of 23 October 2018 on the protection of natural persons with
regard to the processing of personal data by the Union institutions, bodies, offices and agencies and on the free movement
of such data, and repealing Regulation (EC) No 45/2001 and Decision No 1247/2002/EC, 0J L 295, 21.11.2018, p. 39), or
the ePrivacy Directive (Directive 2002/58/EC of the European Parliament and of the Council of 12 July 2002 concerning the
processing of personal data and the protection of privacy in the electronic communications sector (Directive on privacy and
electronic communications), 0J L 201, 31.7.2022, p. 37). For the purposes of this contribution, the analysis will focus on the
Article 8 EU Charter and the GDPR.



16 Follow the (personal) data: positioning data protection law as the cornerstone of EU's ‘Fit for the Digital Age' legislative package | 209

shows that regardless of the number, complexity and depth of various legal
acts focusing on conduct and relationships in the digital space, ultimately
data protection law and the supervisory authorities entrusted with its
enforcement remain at the core of protecting the fundamental rights of
individuals and society from risks and systemic risks resulting from the use
of any technology relying on processing of personal data, as well as from
personal data sharing among businesses and public authorities.

1. Tilting a carefully negotiated balance

The new digital rulebook of the European Union is taking up much of the
public attention since 2020, when the European Commission presented
its ‘Europe Fit for the Digital Age’ initiatives in a series of White Papers and
Communications (2). The Commission did so only two years after the General
Data Protection Regulation (%) (GDPR’) became applicable and without waiting
to see whether its strengths would change business models and data practices,
or how it would strengthen people’s awareness of how their personal data is
used, strengthening control over their digital traces and digital self.

The legislative package announced four years ago soon became reality.
The Digital Services Act (*) ('DSA’), the Digital Markets Act (°) ('(DMA'), the
Data Act (%), the Data Governance Act () ('DGA’) are now adopted and most
of them will become fully applicable in 2024. The EU’s Al Act (8) (‘AlA') is close
to adoption, while other closely-linked initiatives, such as the Platform Workers
Directive (°) and the European Health Data Space (°) are being advanced in
their legislative journey. In an uphill battle during their legislative process, the
European Data Protection Supervisor ('"EDPS’), sometimes with the support
of the European Data Protection Board ('"EDPB’), pushed for cohesion of this
regulatory juggernaut with the already established EU data protection law

(%) European Commission, Shaping Europe's digital future: Commission presents strategies for data and Artificial Intelligence,
Press Release, issued on 19 February 2020.

(®) Regulation (EU)2016/679 of the European Parliament and the Council of 27 April 2016 on the protection of natural persons
with regard to the processing of personal data and on the free movement of such data, and repealing Directive 95/46/EC
(General Data Protection Regulation), 0J L119,4.5.2016, p 1.

(*) Regulation (EU)2022/2065 of the European Parliament and of the Council of 19 October 2022 on a Single Market for Digital
Services and amending Directive 2000/31/EC (Digital Services Act), 0J L 277, 27.10.2022, p. 1.

(°) Regulation (EU) 2022/1925 of the European Parliament and of the Council of 14 September 2022 on contestable and fair
markets in the digital sector and amending Directives (EU) 2019/1937 and (EU) 2020/1828 (Digital Markets Act), 0J L 265,
12.10.2022, p. 1.

(¢} Regulation (EU)2023/2854 of the European Parliamentand of the Council of 13 December 2023 on harmonized rules on fair
accesstoand use of dataand amending Regulation (EU) 2017/2394 and Directive (EU) 202/1828 (DataAct), 0J L 2023/2854,
22.12.2023.

(") Regulation (EU)2022/868 of the European Parliamentand of the Council of 30 May 2022 on European data governance and
amending Regulation (EU) 2018/1724 (Data Governance Act), 0J L 152, 3.6.2022, p. 1.

(®) Proposal for a Regulation of the European Parliament and of the Council laying down harmonized rules on Artificial Intelli-
gence (Artificial Intelligence Act) and amending certain Union legislative acts, COM(2021) 206 final.

(?) Proposal for a Directive of the European Parliament and of the Council on improving working conditions in platform work,
COM(2021) 762 final.

(") Proposal for a Regulation of the European Parliament and of the Council on the European Health Data Space, COM(2022)
197 final.



https://ec.europa.eu/commission/presscorner/detail/en/ip_20_273
https://ec.europa.eu/commission/presscorner/detail/en/ip_20_273
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and its governance structure, flagging early on the risk of confusion, legal
uncertainty, and ineffective enforcement ().

It was as early as 2017 when the EDPS expressed concerns related to the
adoption of laws in the digital realm that overlap with the (then) recently
adopted GDPR. ‘Fundamental rights such as the right to the protection of
personal data cannot be reduced to simple consumer interests, and personal
data cannot be considered as a mere commodity’ ('), the EDPS wrote in its
Opinion on the Proposal for a Directive on contracts for the supply of digital
content. The same Opinion also clearly stated that [t]he EU should ... avoid any
new proposals that upset the careful balance negotiated by the EU legislator on
data protection rules. Overlapping initiatives could inadvertently put at risk the
coherence of the Digital Single Market, resulting in regulatory fragmentation
and legal uncertainty. The EDPS recommends that the EU apply the GDPR as the
means for regulating use of personal data in the digital economy’ (3).

The European Commission did not take this advice to heart. In subsequent
Opinions related to the avalanche of new legislation proposed following
the ‘Europe fit for the digital age' communications, the EDPS, sometimes
in conjunction with the EDPB (), highlighted concerns related to the legal
uncertainty created by the overlap of the scope of application and rules of
the GDPR with the proposed legislation and systematically called for rules
that are aligned to the comprehensive legal framework already in place and
applicable to all processing of personal data, across industries, public services
and regardless of the size of the entities processing it.

Starting with the Opinion on the EU Strategy for Data in 2020, before the
Commission published any of the legislative proposals that were to come, the
EDPS recalled that ‘the GDPR provides for a solid basis, also by virtue of its
technologically neutral approach, for the development and implementation of
the Strategy’ ("°) and, optimistically, supported the ‘Commission’s commitment
to develop the Strategy in full compliance with the GDPR' (%).

(") See for example the EDPB-EDPS Joint Opinion 2/2022 on the Proposal of the European Parliament and of the Council on
harmonised rules on fair access to and use of data (Data Act), adopted on 4 May 2023, p. 2, stating 'with this joint Opinion,
the EDPB and the EDPS aim to draw attention to a number of overarching concerns on the Proposal on Data Act and urge the
co-legislature to take decisive action'; or the EDPS Opinion 2/2021 on the Proposal for a Digital Markets Act, issued on 10
February 2021, p. 3, where the EDPS welcomed the legislative proposal, ‘as it seeks to promote fair and open markets and the
fair processing of personal data’, but also provided 'specific recommendations to help ensure that the Proposal complements
the GDPR effectively, increasing protection for the fundamental rights and freedoms of the persons concerned, and avoiding
frictions with current data protection rules'.

(") EDPS Opinion 4/2017 on the Proposal for a Directive on certain aspects concerning contracts for the supply of digital con-
tent, issued on 14 March 2017, p. 3.

(") EDPS Opinion 4/2017 on the Proposal for a Directive on certain aspects concerning contracts for the supply of digital con-
tent, issued on 14 March 2017, p. 3.

(") In addition to the EDPB-EDPS Joint Opinions, see also the EDPB Statement on the Digital Services Package and Data Strate-
qy, adopted on 18 November 2021.

(%) EDPS Opinion 3/2020 on the European Strateqy for Data, issued on 16 June 2020, paragraph 8.

("6) EDPS Opinion 3/2020 on the European Strateqy for Data, issued on 16 June 2020, paragraph 8.



https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-22022-proposal-european_en
https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-22022-proposal-european_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/digital-markets-act_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/contracts-supply-digital-content_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/contracts-supply-digital-content_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/contracts-supply-digital-content_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/contracts-supply-digital-content_en
https://edpb.europa.eu/our-work-tools/our-documents/statements/statement-digital-services-package-and-data-strategy_en
https://edpb.europa.eu/our-work-tools/our-documents/statements/statement-digital-services-package-and-data-strategy_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/european-strategy-data_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/european-strategy-data_en
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Furthermore, in its Opinion on the White Paper on Al, the EDPS responded
to the claims therein that transparency, traceability and human oversight of
Al systems are not specifically covered under current legislation: the EDPS “is
of the view that the GDPR fully reflects the mentioned key requirements and
it applies to both private and public sectors processing personal data’ (V).
The EDPS specifically mentioned in this regard Article 5(1)(a) - the principle
of lawfulness, fairness and transparency, Articles 12 to 14 - transparency
requirements, including regarding the logic involved in automated decision-
making, and more broadly Article 5(2) - accountability. ‘Therefore, this does
not seem an issue for the EU’s data protection legislation'('®), the EDPS added.

As the legislative proposals for the DSA, DMA, DGA and AIA had been
published by the end of 2021, and the proposed text of the Data Act was about
to be published, the EDPB issued a sobering statement, saying that ‘without
further amendments, the proposals will negatively impact the fundamental
rights and freedoms of individuals and lead to significant legal uncertainty that
would undermine both the existing and future legal framework. As such, the
proposals may fail to create the conditions for innovation and economic growth
envisaged by the proposals themselves' ().

Why are the EDPS and EDPB so concerned with overlapping laws in the digital
realm and the legal uncertainty this may create? And where does the adoption
of this full suite of new laws leave the GDPR, data protection law and the role
of Data Protection Authorities ('DPAs’)? This contribution will provide some
answers to these questions. The following section will look into the scope of
application of the DMA, DSA, DGA, Data Act and AIA and will show how they all
ultimately regulate processing of personal data and the entities engaging in it,
overlapping thus with the GDPR and triggering its application in several, if not
most, scenarios regulated by the new laws (Section 2). Next, it will be argued that
due to this fact Article 8 Charter will likely also be triggered in the application of
the new laws, foreseeing possible future challenges at the CJEU (Section 3). The
fourth section will show how the new laws establish precedence of the GDPR
in sometimes clear and sometimes less clear terms, positioning thus the GDPR
as the cross-functional backbone of the Data Strategy laws (Section 4). Before
drawing conclusions (Section 6), the enforcement framework proposed by
the new laws will be briefly analysed, showing that the supervisory authorities
entrusted with the application of data protection law do not have a clear role
in the new EU digital rulebook, despite the significant role that processing of
personal data has in defining its scope (Section 5).

(") EDPS Opinion 4/2020 on the European Commission's White Paper on Artificial Intelligence - A European approach to excel-
lence and trust, issued on 29 June 2020, paragraph 18.

('®) EDPS Opinion 4/2020 on the European Commission's White Paper on Artificial Intelligence - A European approach to excel-
lence and trust, issued on 29 June 2020, paragraph 18.

(") EDPB Statement on the Digital Services Package and Data Strateqy, adopted on 18 November 2021, p. 2.



https://www.edps.europa.eu/data-protection/our-work/publications/opinions/edps-opinion-european-commissions-white-paper_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/edps-opinion-european-commissions-white-paper_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/edps-opinion-european-commissions-white-paper_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/edps-opinion-european-commissions-white-paper_en
https://edpb.europa.eu/our-work-tools/our-documents/statements/statement-digital-services-package-and-data-strategy_en
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2. The EU’s New Digital Rulebook also
regulates processing of personal data and
the entities engaging in it

The GDPR applies to the ‘processing’ of ‘personal data” wholly or partly by
automated means (Article 2(1) GDPR) and to some non-automated processing,
regardless of industries, business models, public services provided, contexts,
nature or size of the entities processing the data. Both concepts of ‘processing’
and ‘personal data’ are broadly defined in Article 4 of the Regulation and have
also been interpreted broadly by supervisory authorities, national courts and the
CJEU (*°). Both concepts refer to ‘any information’ that is related to an ‘identified
or identifiable natural person’, and to ‘any operation or set of operations’
performed on such information.

Showing just how far-reaching the rules of the GDPR are, a case-law report on its
Article 22 (the right not to be subject to automated decision-making), included
cases involving the use of social media platforms, the use of facial recognition
systemsinschoolsand supermarkets, automated grading of students, automated
assessing for distribution of social benefits by public authorities, management of
gig workers through gig platforms, among many other scenarios (?'). The entities
bearing legal obligations under the GDPR are ‘controllers’ and ‘processors’. Both
ofthem can be any natural orlegal person, as long as they establish the purposes
and means of processing (controllers) or process personal data on behalf of an
entity that does so (processors).

The DSA applies to intermediary services, including online platforms, offered to
recipients of the service (%) and sets out a complex set of rules, from takedown
of illegal content online, to forbidding profiling of minors for ad targeting,
forbidding profiling based on sensitive data for ad targeting, to offering
researchers access to data held by Very Large Online Platforms and Search
Engines ('VLOPs/'VLOSEs'). As explained by the European Commission, the
covered intermediary services may include online marketplaces, social networks,
content-sharing platforms, app stores and online travel and accommodation
platforms (%). For instance, the same entities (‘providers of online platforms’)
that under the DSA have a prohibition to present ads to users stemming from
‘orofiling’ them based on sensitive personal data (?*) are also controllers under
the GDPR whenever they engage in any type of profiling on their platforms.

The DMA applies to core platform services provided or offered by ‘gatekeep-
ers’ to business users and end users (?°). Its defined purpose is 'to contribute to

(%) See, forinstance, CJEU Research and Documentation Directorate, Fact Sheet on Protection of Personal Data, November 2021,
p. 12-19.

(*) Zanfir-Fortuna, G., Barros Vale, S., Automated Decision-Making Under the GDPR: Practical Cases from Courts and Data Protec-
tion Authorities, Future of Privacy Forum, May 2022.

(%) Article 2(1) DSA.

() See European Commission, Sharing Europe's Digital Future, The Digital Services Act package.
(%) Article 26(3) and Recital 68 of the DSA.

(%) Article 1(2) DMA.



https://curia.europa.eu/jcms/upload/docs/application/pdf/2018-10/fiche_thematique_-_donnees_personnelles_-_en.pdf
https://fpf.org/wp-content/uploads/2022/05/FPF-ADM-Report-R2-singles.pdf
https://fpf.org/wp-content/uploads/2022/05/FPF-ADM-Report-R2-singles.pdf
https://digital-strategy.ec.europa.eu/en/policies/digital-services-act-package
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the proper functioning of the internal market by laying down harmonized rules
ensuring for all businesses, contestable and fair markets in the digital sector’ (%).
The Commission explains that 'gatekeepers” are “digital platforms with a sys-
temic role in the internal market that function as bottlenecks between businesses
and consumers for important digital services' (*’). The rules of the DMA include
obligations that specifically refer to processing personal data, such as a prohibi-
tion for gatekeepers to ‘combine personal data from the relevant core platform
service with personal data from any other services provided by the gatekeeper or
with personal data from third-party services' (*®).

The Data Act lays down harmonised rules for a series of ‘data operations/,
which often involve sharing or other types of processing of personal data,
such as making available product data and related service data to the user of a
connected productor arelated service, or a vaguely worded 'making available of
data by data holders to data recipients’ and 'to public sector bodies’ (). In Article
1(2), which defines its scope of application, the Data Act confirms that it ‘covers
personal and non-personal data’.

The DGA lays down, among other things, conditions for the re-use of certain
categories of data held by public sector bodies, rules for the provision of data
intermediation services and a framework for voluntary registration of entities
processing data ‘made available for altruistic purposes’ (*°). The DGA mentions
both ‘personal data’ and 'non-personal data’ in its provisions, usually involving
‘sharing’ or ‘making available’ such data as operations.

Finally, the Al Act lays down harmonised rules for the placing on the market, the
putting into service and the use of Al systems and General Purpose Al models,
as well as prohibitions of certain Al practices, specific requirements for high-risk
Al systems and their operators, and transparency rules related to Al systems,
among other issues (*'). Certain type of scoring based on personal data,
including inferred personal data, as well as real time facial recognition systems
are among the prohibited Al practices (*). At the same time, providers of high-
risk Al systems are under an obligation to process special categories of personal
data as defined in Article 9 GDPR, 'to the extent they are strictly necessary for the
purposes of ensuring bias detection and correction’ (>).

Even briefly looking at the subject matter and scope of application of these legal
acts, it is no surprise that the EDPB pointed out in its 2021 Statement on the
Digital Package and Data Strategy that ‘[pJrocessing of personal data already is or
will be a core activity of the entities, business models and technologies regulated

26) Article 1(1) DMA.

?7) European Commission, Sharing Europe’s Digital Future, The Digital Services Act package.
%) Article 5(2)(b) DMA.

%) Article 1(1)(a), (b) and (c) Data Act.

) Article 1(1) DGA.

31) Article 1(1) AIA, as adopted by COREPER, see Council Doc. 8115/21, 26 January 2024.

32) Article 5 AIA, as adopted by COREPER, see Council Doc. 8115/21, 26 January 2024.

%) Article 10(5) AIA, as adopted by COREPER, see Council Doc. 8115/21, 26 January 2024.



https://digital-strategy.ec.europa.eu/en/policies/digital-services-act-package
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by these proposals’ (**). The EDPB was thus worried that ‘[tThe combined effect
of the adoption and implementation of the proposals will therefore significantly
impact the protection of the fundamental rights to privacy and to the protection
of personal data, enshrined in Articles 7 and 8 of the Charter of Fundamental
Rights of the European Union and in Article 16 of the Treaty on the Functioning
of the European Union’ (*).

The amendments to these proposals that followed in the legislative process did
not alleviate the concerns of legal uncertainty due to the significant potential
overlap of their scope of application with that of existing data protection law.
Wojciech Wiewidérowski, the European Data Protection Supervisor, highlighted
in public remarks at the end of 2023, that ‘even though each Act pursues its
own objectives, several provisions explicitly regulate processing of personal
data, sometimes even explicitly referring to GDPR definitions, concepts and
obligations' (3).

As shown in the following section, this fact is particularly relevant in the light of
case-law of the Court of Justice of the EU ('CJEU’) on the effective application of
Article 8 of the EU Charter of Fundamental Rights on the right to the protection
of personal data.

3. The EU’s New Digital Rulebook includes
interference with the fundamental right to
the protection of personal data

In the seminal judgment of Digital Rights Ireland, which saw the 2006 Data
Retention Directive (¥) annulled in its entirety eight years after it was adopted,
the CJEU established unequivocally that the whole Directive at issue ‘constitutes
an interference with the fundamental right to the protection of personal data
guaranteed by Article 8 of the Charter because it provides for the processing
of personal data’ (*%) (emphasis added). After finding, among other things, that
the Directive ‘does not lay down any objective criterion by which the number of
persons authorized to access and subsequently use the data retained is limited
to what is strictly necessary in the light of the objective pursued’ (*%), and that it
‘does not contain any substantive and procedural conditions relating to the access
of the competent national authorities to the data and to their subsequent use’, (*°)

(%) EDPB Statement on the Digital Services Package and Data Strateqy, adopted on 18 November 2021, p. 1.
(%) EDPB Statement on the Digital Services Package and Data Strateqy, adopted on 18 November 2021, p. 1.
(
(

%) Wiewidrowski, W., Brussels Privacy Symposium on the EU Data Strateqy, Opening Remarks, 14 November 2023.

37) Directive 2006/24/EC of the European Parliament and of the Council of 15 March 2006 on the retention of data generated or
processed in connection with the provision of publicly available electronic communications services or of public communica-
tions networks and amending Directive 2002/58/EC, 0J 2006 L 105, p. 54.

(**) Judgement of the Court of Justice of 8 April 2014, Digital Rights Ireland and Seitlinger and others, C-293/12 and C-594/12,
ECLI:EU:C:2014:238, paragraph 36.

(¥) Digital Rights Ireland and Seitlinger and others, paragraph 62.

(*°) Digital Rights Ireland and Seitlinger and others, paragraph 61.



https://edpb.europa.eu/our-work-tools/our-documents/statements/statement-digital-services-package-and-data-strategy_en
https://edpb.europa.eu/our-work-tools/our-documents/statements/statement-digital-services-package-and-data-strategy_en
https://www.edps.europa.eu/data-protection/our-work/publications/speeches-articles/2023-11-14-opening-remarks-brussels-privacy-symposium-eu-data-strategy_en
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the Court established that the Directive 'does not lay down clear and precise rules
governing the extent of the interference with the fundamental rights enshrined
in Articles 7 and 8 of the Charter' ('), and it annulled the entire legal act (*).

The finding that a legal act merely providing for the processing of personal
data constitutes an interference with Article 8 of the Charter was confirmed in
subsequentcase-law ofthe CJEU. In Ligue des droits humains, the CJEU restated
that'processing of PNR data as that covered by the PNR Directive also falls within
the scope of Article 8 ofthe Charter because it constitutes processing personal
data within the meaning of that article, and, accordingly, must necessarily
satisfy the data protection requirements laid down in that article’ ()
(emphasis added). Additionally, the Court confirmed that ‘it is settled case-law
that the communication of personal data to a third party, such as a public
authority, constitutes an interference with the fundamental rights enshrined
Articles 7 and 8 of the Charter, whatever the subsequent use of the information
communicated. The same is true of the retention of personal data and access
to those data with a view to their use by public authorities. In this connection,
it does not matter whether the information in question relating to private life
is sensitive or whether the persons concerned have been inconvenienced in
any way on account of that interference’ (**) (emphasis added). Assessing the
safeguards put in place, ultimately the Court ruled that the PNR Directive is
consistent with the provisions of the Charter, including Article 8 (+°).

Alllegal acts from the European Commission’s ‘EU fit for the digital age’ package
analysed in this chapter include at least some instances of clear obligations to
process personal data for the actors covered, or lay down conditions for such
processing, notwithstanding the overall potential overlap in scope of application
with the GDPR and other EU data protection law. Understanding that the ‘data’
subject to the application of these laws include ‘personal data’ pursuant to their
‘Definitions’ clauses, there are obvious examples of such obligations:

e Article 40 of the DSA and its obligation for VLOPs/VLOSEs to provide
access to the data necessary (i.e. ‘making [personal] data available’) to
monitor their compliance with the regulation to competent authorities
and vetted researchers;

e Article 6(9) of the DMA and its obligation for gatekeepers to ‘provide
end users and third parties authorized by an end user, at their request
and free of charge, with effective portability of data provided by the end
user or generated through the activity of the end user ... including by the
provision of continuous and real-time access to such data’;

(*") Digital Rights Ireland and Seitlinger and others, paragraph 65.

(*?) Seealso further the contribution by Kranenborg, H., ‘The EDPS and the never-ending story of data retention’, Chapter 6.
(**) Judgmentof the Court of Justice of 21 June 2022, Ligue des droits humains, in C-817/19, ECLI:EU:C:2022:491, paragraph 95.
(*) Ligue des droits humains, paragraph 96.

(*%) Ligue des droits humains, paragraph 2 of the Executive part of the judgment.
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e Article 4 of the Data Act, including obligations to make product data and
related service data accessible to the user and Article 14 of the Data Act
including an obligation to make data available to public sector bodies;

e Article 10(5) AlA, including an obligation for providers of high-risk Al
systems to process special categories process special categories of
personal data as defined in Article 9 GDPR 'to the extent they are strictly
necessary for the purposes of ensuring bias detection and correction’ (*°).

These are all provisions which constitute interference with the rightto protection
of personal data as provided by Article 8 Charter, to the extent that the data at
issue includes personal data (which is more likely than not, given the nature of
the regulated entities). Even though there is not an obvious instance where such
interference is created directly by the DGA, that Regulation details conditions for
re-use of data, including personal data, held by public sector bodies, as well as
a framework for lawfully ‘donating’ personal data (making that data available to
specific entities on the basis of consent), as well as a framework for recognising
dataintermediaries, explicitly dealing with requests from individuals that seek to
make their personal data available and to exercise their rights under the GDPR.
Regulating frameworks and procedures for sharing data including personal
data, and for the exercise of the data subject rights under the GDPR is relevant
for respecting the conditions of Article 8 Charter, especially taking into account
its second paragraph which specifically refers to conditions of lawfulness for
processing and to access and correction as data subject rights.

Assessing whether the interference with Article 8 of the Charter, stemming
from the provisions summarised above is justified, as well as potentially other
provisions of the 'EU fit for the digital age’ legislative package, requires a
detailed analysis of the law. The CJEU explained that law including interference
with fundamental rights ‘must itself define the scope of limitation on the exercise
of the right concerned’ (*/), even if flexible for different contexts and changing
circumstances, and that, with regard specifically to interference with the right
to the protection of personal data, the law 'in order to satisfy the proportionality
requirement, ... must lay down clear and precise rules governing the scope and
application of the measures provided for and imposing minimum safeguards, so
that the persons whose data have been transferred have sufficient guarantees to
protect effectively their personal data against the risk of abuse’ (*¢). As the effects
of this legislative package and its various provisions stimulating processing
of personal data at varying scale will unfold, it should not be surprising if
challenges of the validity of these provisions will be brought to the CJEU in the
light of Article 8 EU Charter in the following years.

Notwithstanding the potential interference with the right to the protection of
personal data created directly by some of these provisions, another fact should
be taken into account: the material and personal scope of application defined

(*) Article 10(5) AIA, as adopted by COREPER, see Council Doc. 8115/21, 26 January 2024.
(*7) Ligue des droits humains, paragraph 114.
(*8) Ligue des droits humains, paragraph 117.
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by the laws analysed in this chapter (see in particular Section 2) will inevitably
overlap with ‘controllers’ and ‘processors’ ‘processing personal data’ under the
GDPR or other relevant EU data protection secondary law. The next section
will briefly discuss how this conflict of law is being solved and point to some
additional areas of uncertainty.

4. The EU’s New Digital Rulebook applies
without prejudice to the GDPR

Section 2 demonstrated that the legal acts of the Data Strategy package are
also regulating the processing of personal data and the entities engaging in it.
As a result, two questions arise: first, are the new laws consistent with the rules
of the GDPR and other secondary data protection law, and second, if there are
instances where they are not consistent, which of the two laws apply?

A survey of the EDPS and the EDPB-EDPS Joint Opinions on the legislative
proposals of the new legislative acts shows that these questions are acute. Take,
for instance, the Joint Opinion on the DGA, in which the EDPB and the EDPS
considered that the Proposal raises significant inconsistencies with the GDPR,
as well as with other Union law (*) and laid out five aspects where this happens,
from broad issues like the 'subject matter and scope of the Proposal’, to specific
issues like ‘legal basis for the processing of personal data’ (*°). Similarly, in their
Joint Opinion on the Data Act, they considered that ‘additional safeguards are
necessaryto avoidloweringthe protection ofthe fundamentalrightsto the privacy
and the protection of personal data in practice’ and urged the co-legislature to
take ‘decisive action’ (*'). Concrete examples of such inconsistencies included
the obligation to make data available to public sector bodies, including Union
bodies, in case of exceptional need, and the extension of a right to access data
to entities other than the data subject, including businesses. They encouraged
the Commission 'to ensure that data protection rules and principle shall prevail
whenever personal data are being processed’ (*?).

The EDPB-EDPS Joint Opinion on the EU Al Act proposal stressed that 'the Pro-
posal has prominently important data protection implications' (°3) and specifi-
cally mentions that the GDPR, the EUDPR and the LED have to be ‘considered
as a prerequisite on which further legislative proposals may build upon without
affecting or interfering with the existing provisions, including when it comes

(*) EDPB-EDPS Joint Opinion 3/2021 on the Proposal for a requlation the European Parliament and of the Council on European
data governance (Data Governance Act), adopted on 10 March 2021, paragraph 24.

(°°) EDPB-EDPS Joint Opinion 3/2021 on the Proposal for a requlation the European Parliament and of the Council on European
data governance (Data Governance Act), adopted on 10 March 2021, paragraph 25.

(*") EDPB-EDPS Joint Opinion 2/2022 on the Proposal of the European Parliamentand of the Council on harmonized rules on fair
access to and use of data (Data Act), adopted on 4 May 2022, Executive Summary, p. 2.

(°?) EDPB-EDPS Joint Opinion 2/2022 on the Proposal of the European Parliamentand of the Council on harmonized rules on fair
access to and use of data (Data Act), adopted on 4 May 2022, paragraph 20.

(%) EDPB-EDPS Joint Opinion 5/2021 on the proposal for a Requlation of the European Parliament and of the Council laying
down harmonized rules on artificial intelligence (Artificial Intelligence Act), adopted on 18 June 2021, Executive summary.



https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-032021-proposal_en
https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-032021-proposal_en
https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-032021-proposal_en
https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-032021-proposal_en
https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-22022-proposal-european_en
https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-22022-proposal-european_en
https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-22022-proposal-european_en
https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-22022-proposal-european_en
https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-52021-proposal_en
https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-52021-proposal_en
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to the competence of supervisory authorities and governance' (>*). They also
highlighted that the plea to ensure consistency with the data protection acquis
‘is not only for the sake of legal certainty’, but ‘also to avoid that the Proposal
has the effect of directly or indirectly jeopardizing the fundamental right to the
protection of personal data, as established under Article 16 of the TFEU and
Article 8 of the Charter’ (°%).

All these concerns were raised during the legislative process. They focused
both on ensuring the precedence of the GDPR (and other data protection law
acquis where needed) in the final text of the law, and on aligning the provisions
on substance in instances where future conflict of laws seemed obvious or
where there was a risk of non-compliance with the fundamental right to the
protection of personal data.

Each of the five legal acts establish, without exception, the precedence of the
GDPR (and other data protection acquis where necessary), some in clearer
terms than others:

e The DSA, the DGA, and the Data Act include articles (%) establishing
that they are ‘without prejudice’ to EU law on the protection of personal
data, all quoting the GDPR, and some also additional data protection
legislative acts.

e The DMA includes similar wording establishing the precedence of
the GDPR, but only in a recital (*’). It omits to include this language in
the main text of the law, in Article 1 defining its scope which includes
references to other law taking precedence over the DMA. However,
the provision of the DMA establishing accountability of gatekeepers
to ensure and demonstrate compliance with their main obligations in
the Act (Article 8(1) DMA) also adds that the way in which gatekeepers
implement those obligations must comply with all other applicable law,
'in particular’ the GDPR, the ePrivacy Directive and a suite of additional
laws, from consumer protection to product safety.

e The Al Act also defines the relationship between itself and EU data
protection secondary law in an article, but uses more evasive language,
saying that the Act ‘shall not affect’ the GDPR, the EUDPR, the ePrivacy
Directive and the LED. The first part of the provision also states that EU
data protection and privacy law ‘applies to personal data processed in
connection with the rights and obligations laid down in this Regulation’,
which is a vague formulation since it does not seem to immediately
include processing of personal data in relation to Al systems covered
by the Act. A helpful recital further clarifies that the Act 'does not affect
the obligations of providers and deployers of Al systems in their role as

(**) EDPB-EDPS Joint Opinion 5/2021 on the proposal for a Requlation of the European Parliament and of the Council laying
down harmonized rules on artificial intelligence (Artificial Intelligence Act), adopted on 18 June 2021, paragraph 56.

(%%) EDPB-EDPS Joint Opinion 5/2021 on the proposal for a Requlation of the European Parliament and of the Council laying
down harmonized rules on artificial intelligence (Artificial Intelligence Act), adopted on 18 June 2021, paragraph 57.

(%) Article 2(4)(g) DSA, Article 1(3) DGA, and Article 1(5) Data Act.
(*7) Recital 12 DMA.



https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-52021-proposal_en
https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-52021-proposal_en
https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-52021-proposal_en
https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-52021-proposal_en
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data controllers or processors stemming from national or Union law on
the protection of personal data in so far as the design, the development
or the use of Al systems involves the processing of personal data’ (°¢).

Therefore, all these new legislative acts of the 'EU fit for the digital age’ strategy
acknowledge the potential of overlap between them and the GDPR (as well as
other relevant data protection laws), by establishing rules for potential conflict
of laws applying to the same material and personal scope delineated by (likely)
processing of personal data as part of the conduit they regulate.

Despite establishing such precedence rules, avoiding divergence in interpret-
ing and applying these new acts in conjunction with the GDPR and other data
protection law will not be an easy task. Enforcement of the new rules is entrust-
ed to a potentially very diverse set of new and old national regulators to be
appointed by Member States, in addition to some core enforcement functions
that the European Commission has.

5. The EU’s New Digital Rulebook
does not have a clear role for DPAs
in its enforcement structure

The EDPS identified as significant the issue of enforcement of the new digital
laws announced in the ambitious plans of the European Commission, starting
with the Opinion on the Strategy itself, even before the texts of the proposals
were published. 'The EDPS underlines that in the context of future governance
mechanisms the competences of the independent supervisory authorities
for data protection must be properly respected. (...) Cooperation and joint
investigations between all relevant public oversight bodies, including data
protection supervisory authorities, should be encouraged’ (*7).

Despite this advice, the EU legislator opted to create a new web of digital
enforcers and regulators, leaving it to the Member States to choose one or more
enforcers for the new Acts, with the exception of the centralized enforcement
powers given to the European Commission in the DMA, the DSA for VLOPs/
VLOSEs, and the Al Act for General Purpose Al models. The Al Act also has
a role for the EDPS as enforcer, in relation to EU agencies and bodies acting
as Al operators. Little attention was paid in the legislative acts themselves to
enforcement cooperation and the key role Data Protection Authorities ('DPAs’)
have whenever natural or legal persons - be them gatekeepers, providers of
Al systems, online marketplaces, or public authorities, process personal data
covered by EU data protection law.

(°®) 58The Recital is provisionally numbered 5aa in the text adopted by COREPER, see Council Doc. 8115/21, 26 January 2024.
See also further the contribution by Smuha, N., ‘The paramountcy of data protection law in the age of Al (Acts)', Chapter 17.
(%) EDPS Opinion 3/2020 on the European Strateqy for Data, issued on 16 June 2020, paragraph 64.



https://www.edps.europa.eu/data-protection/our-work/publications/opinions/european-strategy-data_en
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The EDPB succinctly described the problem in its 2021 Statement on the Data
Strategy package:

‘While the processing of personal data is central to the activities regulated
by the proposals, data protection supervisory authorities are not
designated as the main competent authorities. The EDPB recalls that, as
far as the protection and free flow of personal data is concerned, Article
16(2) TFEU and Article 8(3) of the EU Charter require that the supervision
of the processing of personal data be entrusted to independent data
protection authorities’. (¢°)

Indeed, both Article 16(2) TFEU and Article 8(3) Charter provide that
compliance with the rules related to the fundamental right to the protection
of personal data ‘shall be subject to the control of independent authorities'.
The two provisions do not specify exactly what authorities, but they are clear
that the supervisory authorities enforcing rules related to processing of
personal data in the application of this right must be independent. In fact, the
independent supervision of the provisions related to processing of personal
data is recognized as one of the key elements of the fundamental right to the
protection of personal data (¢'). Notably, the main EU secondary legislation
transposing Article 8 Charter, the GDPR, specifically recognizes DPAs as
supervisory authorities for the enforcement of data protection law.

The EDPB also requested in the same 2021 Statement that ‘each of the
proposals clearly mentions data protection supervisory authorities among the
relevant competent authorities with whom cooperation shall take place’. (¢?) This
message was re-emphasized with some variations in all of the EDPS and EDPB-
EDPS Joint Opinions on each of the legislative proposals.

The final version of the legal texts analysed recognises some role for DPAs, with
notable variations. For instance, after the Data Act grants each Member State
the power to designate one or more competent authorities to be responsible
for its application and enforcement, it specifies in Article 37(3) that DPAs ‘shall
be responsible for monitoring the application of this Regulation insofar as the
protection of personal data is concerned'.

Inturn, the DSA does not refer to DPAs in its chapter dedicated to enforcement,
despite some of its key provisions relying on concepts defined in the GDPR,
such as ‘profiling’, or involving obligations to process personal data, such as
making personal data processed by platforms available to researchers. The
DSA provides that Member States should designate one or more competent
authorities (¢%), among which they should appoint a Digital Services Coordinator
(‘DSC’). Recital 44, in its last sentence, mentions that ‘for any question requiring

(¢) EDPB Statement on the Digital Services Package and Data Strateqy, adopted on 18 November 2021, p. 3.

(") Gonzalez Fuster, G., Study on the essence of the fundamental rights to privacy and to the protection of personal data (EDPS
2021/0932),2022, p. 33 and 34.

(¢?) EDPB Statement on the Digital Services Package and Data Strateqy, adopted on 18 November 2021, p. 4.

(%%) Article 49 DSA.



https://edpb.europa.eu/our-work-tools/our-documents/statements/statement-digital-services-package-and-data-strategy_en
https://www.edps.europa.eu/system/files/2023-11/edps-vub-study_on_the_essence_of_fundamental_rights_to_privacy_and_to_protection_of_personal_data_en.pdf
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an assessment of compliance with [the GDPR], the competent authority for data
intermediation services should seek, where relevant, an opinion or decision of
the competent supervisory authority established pursuant to [the GDPR]'.

The DSA empowers the European Commission to enforce its rules targeting
VLOPs/VLOSEs. A question arises regarding independence of the DSA
enforcers. The DSCs 'must perform their tasks ... in an impartial, transparent
and timely manner’ (¢%). The Act adds that ‘when carrying out their tasks and
exercising their powers in accordance with this Regulation, the [DSCs] shall
act with complete independence’ (°°). This may mean that the authority itself
does not have to be an independent authority, but only that it must act with
independence when carrying out its tasks under the DSA. This ‘qualified’
independence for national DSCs may be explained by the fact that the
European Commission, the executive arm of the EU, is one of the enforcers of
the DSA, and thus requiring independence similar to that of DPAs would be
asymmetrical. However, creating more confusion, recital 112 provides context
on the independence requirement generally for the competent authorities
designated at national level - they should act in complete independence 'from
private and public bodies, without the possibility to seek or receive instructions,
including from the government, and without prejudice to the specific duties to
cooperate with other competent authorities’. Considering the significant role
DSA enforcers have in enforcing how personal data is being processed (¢¢) by
online platforms, should they be required to meet the independence criteria
that DPAs have to meet? Or should this conundrum be solved by involving
DPAs formally in DSA's enforcement process?

The European Commission is also the enforcer of the DMA, one of the laws
of the new legislative package that enshrines legal provisions related to the
processing of personal data, including obligations for gatekeepers to process
personal data in specific ways and relying on legally defined terms in the
GDPR, such as ‘consent’. The DMA vaguely refers in a recital to the fact that
it is without prejudice to the GDPR, ‘including its enforcement network, which
remains fully applicable with respect to any claims by data subjects relating to
an infringement to their rights under that Regulation’ (¢7). This wording suggests
that DPAs would not have competence over claims made by data subjects
relating to an infringement of the DMA, even where they act as 'data subjects,
so therefore in relation to rights concerning processing of their personal data
which would be governed by the GDPR.

Such a solution would be curious, especially following the recent Judgment of
the CJEU in the Bundeskartellamt case. The CJEU was explicit when stating in
that case that 'the examination by a competition authority of an undertaking’s

() Article 50(1) DSA.

(¢) Article 50(2) DSA.

(%) See, forinstance, Zanfir-Fortuna, G., and Rovilos, V., EU Digital Services Act Just Became Applicable: Qutlining Ten Key Areas
of Interplay with the GDPR, Future of Privacy Forum Blog, 31 August 2023.

(¥7) Recital 37 DMA.
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conductinthe lightofthe provisions ofthe GDPR may entail the risk of divergences
between that authority and the supervisory authorities in the interpretation of
that regulation’ (°®).

The Court established two rules: First, competition authorities that must look
into GDPR compliance in the exercise of their powers ‘are required to consult
and cooperate sincerely with the national supervisory authorities concerned
or with the lead supervisory authority, all of which are then bound, in that
context, to observe their respective powers and competences, in such a way
as to ensure that the obligations arising from the GDPR and the objectives of
that regulation are complied with while their effectiveness is safeguarded’ (¢).
Second, competition authorities must ascertain whether the conduct they are
investigating has already been the subject of a decision by a competent DPA
or the Court, and if that is the case, it ‘cannot depart from it, although it remains
free to draw its own conclusions from the point of view of the application of
competition law’ (7°).

Finally, the Al Act does not have a clear role for DPAs either, other than a couple
of narrowly defined interventions. For instance, in the case of specific high-
risk Al systems used for law enforcement purposes and other three specifically
defined types of high-risk systems, Member States must designate as market
surveillance authorities DPAs as established by the GDPR or the LED. The EDPS
is designated to act as market surveillance authority where Union institutions,
agencies and bodies fall within the scope of the AIA (7"). Additionally, DPAs
should be notified of each use of a real-time biometric identification system,
together with the relevant market surveillance authority (Article 5 AlIA).

Given how the EU legislator ended up building the enforcement edifice (7?) of the
new Data Strategy laws, the EDPS had a poignant message at the end of 2023,
when the final text of most of the laws analysed here was already settled: ‘one of
the biggest challenges ahead for the EU’s digital rulebook, in my view, is going to
be its enforcement’, and, specifically, ‘ensuring regulatory consistency’ (’3).

Thisanalysis, evenifbrief, showedthatthereisaconsiderable disconnectbetween
the ‘personal data processing’-heavy scope of application of the EU’s new Digital
Rulebook, the mission of the DPAs as independent supervisory authorities
entrusted with making sure that the fundamental right to the protection of
personal data is respected in the EU, and the fairly marginal role DPAs have been
specifically granted in the governance and enforcement of these new laws.

(%) Judgement of the Court of Justice of 4 July 2023, Meta Platforms and others (Conditions générales d'utilisation d'un réseau
social), C-252/21, ECLI:EU:C:2023:537, paragraph 55.

(%) Meta Platforms and others (Conditions générales d'utilisation d’un réseau social), paragraph 54.

(") Meta Platforms and others (Conditions générales d'utilisation d'un réseau social), paragraph 56.

(") Article 63 AIA - market surveillance and control of Al systems in the Union market, as provisionally numbered in the text
adopted by COREPER, see Council Doc. 8115/21, 26 January 2024.

(") Or'labyrinth’ as it was coined by Hajduk, P., "A Walk in the Labyrinth. Evolving EU Requlatory Framework for Secondary Use
of Electronic Personal Health Data for Scientific Research’, 18th IFIP Privacy and Identity Management 2023, Sharing (in) a
Digital World, Springer, forthcoming 2024.

(%) Wiewi6rowski, W., Brussels Privacy Symposium on the EU Data Strategy, Opening Remarks, 14 November 2023.
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6. Conclusion

This chapter showed that data protection law, whose application is triggered
whenever ‘personal data’ is ‘processed’, remains the cornerstone of EU’s Digital
Rulebook, regardless of whether it is explicitly recognized as such in these new
positive laws.

First, it briefly looked into the scope of application of the DMA, DSA, DGA,
Data Act and AIA and identified clear instances where processing of personal
data and the entities engaging in it are being regulated by these new laws,
while at the same time triggering the application of the GDPR (Section 2).

The following section (3) showed how several provisions of the Digital Rulebook
are capable of directly engaging Article 8 EU Charter, in the light of established
CJEU case-law that a legal measure which provides for processing of personal
data amounts to an interference with Article 8. There was no assessment made
regarding the lawfulness of any of the interference identified, as it sufficed to
show forthe purposes of this analysis that the right to the protection of personal
data is at play in the Data Strategy legal framework.

Section 4 mapped provisions in each of the five laws analysed which established
precedence of the GDPR (and sometimes other EU secondary data protection
and privacy law), positioning it as the one common denominator cutting
through the Digital Rulebook and engaging all of the new legal frameworks in
various ways.

Finally, the last section (5) briefly discussed the enforcement architecture built
by the EU legislator, observing that despite the significant role that processing
of personal data has in the substance and material scope of the new digital
rulebook, and despite the clear engagement with Article 8 Charter discussed
earlier, DPAs do not have a well established role in the enforcement or
governance of the EU’s Digital Rulebook.

The journey through these arguments and analysis was accompanied by
Opinions and Statements published in the past four years by the EDPS,
sometimes jointly with the EDPB, analysing these legislative proposals and
clearly showing areas of tension with existing legal frameworks and their
enforcement.

These areas of tension indicate challenges ahead in the implementation of
the EU’s new Digital Rulebook. Such challenges can be overcome by coherent
policymaking and governance, which could start by recognizing the central role
data protection law has in the digital regulatory space, especially through the
lens of Article 8 EU Charter. Thiswould be translated into consistentinvolvement
of DPAs and the existing data protection ‘infrastructure’ permeating all public
sector and all industries after the adoption of the GDPR, the LED and the
EUDPR, such as Data Protection Officers, in the coherent interpretation and
application of the new rules. The opportunities brought by the new legislative
package could thus be easier to grasp.
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Artificial Intelligence’s data-driven nature renders it undeniably impactful
on the rights to privacy and data protection. It is therefore no surprise that
Europe’s upcoming Al Act is entwined with regulation that seeks to protect
those rights, amongst other EU values. In this article, | dive deeper into the
relationship between the Al Act and European data protection law, and seek
to unpack how the latter influences the former. | consecutively examine how
data protection law grounds the Al Act, how it complements the Act, and how
it enables an evaluation and a critique thereof. | conclude by arguing that,
notwithstanding the Al Act's upcoming role and its new set of requirements,
data protection law remains paramount to protect people against Al's
adverse effects and to hold Al providers and deployers accountable.

1. Introduction

Over the past decade, few technologies managed to reach the level of hype
attained by Artificial Intelligence (‘Al"'). Whenever Alwas not making headlines for
fascinating breakthrough applications, it was at any rate in the news for the
substantial ethical and legal concerns it raises. Al systems require a large
amount of data for their training and functioning, which typically also includes
personal data. Itis hence notsurprising that many concerns relate to privacy and
personal data protection, two fundamental rights that are significantly affected
by Al systems ('). Moreover, the deployment of Al can also (in)directly impact
numerous other fundamental rights (such as the right to non-discrimination and

(*) Assistant Professor, Department of International and European Law, KU Leuven Faculty of Law; Emile Noél Fellow, Jean
Monnet Center, NYU School of Law.

(") Seee.g.Manheim, K. and Kaplan; L., ‘Artificial intelligence: Risks to privacy and democracy’, Yale Journal of Law & Technolo-
gy, 21,2019, 106-188; Chamberlain, J., and Reichel, J., ‘Supervision of Artificial Intelligence in the EU and the Protection of
Privacy’, FIU Law Review Vol. 17 No. 2, 2023, 267-285. On the relationship between both rights, see also Gonzélez-Fuster,G.,
The emergence of personal data protection as a fundamental right of the EU, Springer, 2014.
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the right to human dignity) and EU values (such as democracy and the rule of
law) (?), bearing in mind that privacy and data protection often act as essential
prerequisites for their enjoyment.

Initially, EU policymakers focused mostly on Al's strategic and economic
potential, and were most concerned with being a ‘leader’ in the global race
to Al, in which they sought to keep up with China and the United States (3).
Their vision became gradually more comprehensive after scandals like the
Cambridge Analytica saga (%), which involved large-scale Al-driven misuse of
personal data for political and commercial ends, and put Al’s risks more firmly
on their radar. Yet despite the growing evidence of adverse effects associated
with Al's irresponsible use, and of legal gaps that make it difficult to address
them, the EU legislator for a long time remained hesitant to introduce new
binding rules. One of the most prominent arguments against a new legislative
initiative to better safeguard people’s rights was - ironically enough - the
General Data Protection Regulation (GDPR), which became applicable in 2018.
At that time, it was believed that this new regulation (%), which also included
provisions on automated data processing and algorithmic decision-making,
offered sufficient protection to address the (new) threats posed by Al systems,
and that additional legislation would merely stifle innovation (¢).

This stance ultimately shifted in 2019 after yet more scandals (7), and after
the European Commission’s High-Level Expert Group published its Ethics
Guidelines for Trustworthy Al and its Policy Recommendations (&), signalling
in both documents that non-binding guidance can be useful but remains
inadequate to protect fundamental rights, democracy and the rule of law

(?) Seee.g.Yeung, K., "Why Worry about Decision-Making by Machine?’, in Yeung, K., and Lodge, M., (eds), Algorithmic Regu-

lation, Oxford University Press, Oxford, 2019; Mantelero, A., Beyond Data: Human Rights, Ethical and Social Impact Assess-

mentinAl, Springer, 2022; Smuha, N.A., Algorithmic Rule by Law: How Algorithmic Regulation in the Public Sector Erodes the

Rule of Law, Cambridge University Press, Cambridge, 2024. See also the EDPS Opinion 44/2023 on the Proposal for Artificial

Intelligence Actin the light of legislative developments, issued on 23 October 2023, p. 6.

This is particularly visible in Europe’s Al Strategy, proposed by the European Commission in April 2018. See European Com-

mission, Artificial Intelligence for Europe, COM(2018) 237 final. In this regard, see also Smuha, N.A., 'From a “race to Al" to

a "race to Al regulation”: regulatory competition for artificial intelligence’, Law, Innovation and Technology, Vol. 13, No. 1,

2021, p. 57-84; Bradford, A., Digital empires: The global battle to requlate technology, Oxford University Press, Oxford, 2023.

(*) See Wylie, C., Mindf* ck: Cambridge Analytica and the plot to break America, Random House, 2019. See also Hinds, J.,
Williams, E.J. and Joinson, A. N., "It wouldn't happen to me": Privacy concerns and perspectives following the Cambridge
Analytica scandal’, International Journal of Human-Computer Studies 143, 2020.

(°) The GDPR revised and repealed its predecessor, Directive 95/46/EC of the European Parliament and of the Council of 24
October 1995 on the protection of individuals with regard to the processing of personal data and on the free movement of
such data, 0J L 281, 23.11.1995, p. 31.

(®) See in this regard also Smuha, N.A. and Yeung, K., ‘The European Union's Al Act: beyond motherhood and apple pie’ in
Smuha N.A. (ed), The Cambridge Handbook on the Law, Ethics and Policy of Artificial Intelligence, Cambridge University
Press, 2024 (forthcoming).

(") Consider, for instance, Amazon's automated hiring tool that showed bias against women by ranking their applications with

a lower score. See Dastin, J., Insight - Amazon scraps secret Al recruiting tool that showed bias against women, Reuters,

10 October 2018.

See High-Level Expert Group on Artificial Intelligence, Ethics Guidelines for Trustworthy Al, Brussels, issued on 8 April 2019;

Policy and Investment Recommendations for Trustworthy Al, Brussels, issued on 26 June 2019.

-
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- the EU’s trinity of constitutional values - against Al's risks (7). In April 2021,
the European Commission hence published a full-fledged proposal for a new
regulation laying down harmonised rules on Artificial Intelligence, known as the
Al Act (%), on which the European Parliament and the Council reached political
agreement in December 2023.

The Al Act adopts a risk-based approach, categorising Al systems based on
the level of risk they raise to health, safety and fundamental rights. Systems
posing an unacceptable risk are prohibited, whereas those with a high risk
are subjected to new requirements and a mandatory conformity assessment
prior to their use or placement on the market. Providers of high-risk systems
can opt to comply with (still to be developed) technical standards and benefit
from a presumption of compliance. (') The regulation also imposes new
(transparency) obligations on providers of Al systems that pose a risk of deceit,
and on providers of general-purpose Al (‘'GPAI') models. Enforcement will
occur by independent national supervisory authorities and - for GPAI models
posing a systemic risk - by a new Al office that will be set up at the European
Commission. In addition, a European Al Board composed of representatives
from national authorities - akin to the European Data Protection Board ('EDPB’)
- will coordinate Member States’ approaches and facilitate their exchange of
best practices. Al systems used by EU institutions will be supervised by the
European Data Protection Supervisor (‘'EDPS’), which issued two opinions on
the text during the political negotiations (*?). Finally, an EU-wide database will be
setup (%), in which certain providers and deployers of (high-risk) Al systems will
need to register certain information about their system, which should facilitate
monitoring and enforcement of the Al Act, and enhance public transparency.

The Al Act has many strengths and weaknesses, and will undoubtedly be the
object of many future commentaries. In this article, | will solely focus on the Al
Act’s relationship with EU data protection law. With the latter, | intend to denote
not only the Union’s secondary legislation dealing with personal data protection
rules, but also relevant primary legislation. This includes Article 8 of the EU
Charter of Fundamental Rights ('CFR’) which enshrines personal data protection
as a fundamental right, and Article 16 of the Treaty on the Functioning of the

(°) Thatsame year, then-German Chancellor Angela Merkel called for a new regulation for Al, ‘similar to the General Data Pro-
tection Regulation, that makes it clear that artificial intelligence serves humanity', and Ursula von der Leyen, then-President
Elect of the Commission, promised to follow suit in her Political Guidelines.

(") European Commission, Proposal for a regulation of the European Parliament and of the Council laying down harmonized
rules on Artificial Intelligence (Artificial Intelligence Act) and amending certain Union legislative acts, COM(2021) 206 final.

(') See Article 40(1) of the Al Act.

(") See EDPB-EDPS Joint Opinion 5/2021 on the proposal for a Requlation of the European Parliament and of the Council laying
down harmonised rules on artificial intelligence (Artificial Intelligence Act), issued on 18 June 2021; EDPS Opinion 44/2023
on the Proposal for Artificial Intelligence Act in the light of legislative developments, issued on 23 October 2023. See also
EDPS Opinion 20/2022 on the Recommendation for a Council Decision authorising the opening of negotiations on behalf
of the European Union for a Council of Europe convention on artificial intelligence, human rights, democracy and the rule of
law, issued on 13 October 2022, which does not pertain to the EU's Al Act but to the Council of Europe’s negotiations on an
international Al Convention.

(%) See Article 71 of the Al Act, which establishes that the Commission, in collaboration with Member States, will set up and
maintain an EU database containing information on high-risk Al systems.



https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-52021-proposal_en
https://edpb.europa.eu/our-work-tools/our-documents/edpbedps-joint-opinion/edpb-edps-joint-opinion-52021-proposal_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/2023-10-23-edps-opinion-442023-artificial-intelligence-act-light-legislative-developments_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/2023-10-23-edps-opinion-442023-artificial-intelligence-act-light-legislative-developments_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/2022-10-13-artificial-intelligence-human-rights-democracy-and-rule-law_en
https://www.edps.europa.eu/data-protection/our-work/publications/opinions/2022-10-13-artificial-intelligence-human-rights-democracy-and-rule-law_en
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European Union (‘TFEU’) which grants all individuals the right to the protection
of their personal data, and which enables the EU legislator to ‘lay down the rules
relating to the protection of individuals with regard to the processing of personal
data by Union institutions, bodies, offices and agencies, and by the Member
States when carrying out activities which fall within the scope of Union law’".

In what follows, | argue that the interrelationship between data protection law
and the Al Act can be examined from (at least) three perspectives. First, data
protection can be seen as an underlying foundation of the Al Act's content, both
substantively (in terms of the protective measures it enshrines) and procedurally
(in terms of the Al Act’s legal basis). Second, the data protection framework can
be seen as complementary to the Al Act, as the latter is to a large extent meant to
fill the legal gaps left open by the former. Third, data protection law can also be
used as a basis to evaluate the Al Act's aspirations and shortcomings, and to offer
a critique on the protection it (fails to) offer for personal data and for fundamental
rights more generally. | conclude by accentuating that, despite the coming into
being of a new Al-specific regulation, data protection will remain of paramount
importance to protect people against the adverse effects of Al systems, and to
safeguard the EU’s core values of liberal democracy.

2. Data protection as a foundation of the Al Act

The Al Act contains numerous referencesto its ambitionsto protectfundamental
rights and other EU values in the context of Al. Yet despite this lofty rhetoric,
the Al Actis first and foremost a market harmonization instrument. Central to its
approachistheideathatAlsystemsareregulatable ‘products’and ‘services’, that
itis beneficial to achieve a single European marketfor Al, and that the realization
of such a market requires harmonizing measures to prevent obstacles to trade,
particularly given the risk that Member States adopt diverging Al-requirements.
The fact that these harmonizing measures seek to counter Al's harmful effects
and ensure a 'high level of protection of health, safety and fundamental rights'
is important, but comes afterwards. Member States who would like to offer a
higher level of protection are, for instance, generally barred from doing so (with
only a few exceptions), since the Act's maximum approach to harmonization
creates a ceiling of protection rather than a floor (4).

The Al Act's market-oriented approach also manifests itself in the chosen
enforcementarchitecture, which is based onthe New Legislative Framework (*®).
Providers of high-risk Al systems must for instance carry out a conformity

(") See Recital 1 of the Al Act, stating that 'This regulation ensures the free movement of Al-based goods and services cross-bor-
der, thus preventing Member States from imposing restrictions on the development, marketing and use of Al systems, unless
expl